A METHOD TO COMPUTE STATISTICS OF LARGE, NOISE-INDUCED PERTURBATIONS OF NONLINEAR SCHröDINGER SOLITONS
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Abstract. We demonstrate in detail the application of importance sampling to the numerical simulation of large noise-induced perturbations in soliton-based optical transmission systems governed by the nonlinear Schrödinger equation. The method allows one to concentrate numerical Monte Carlo simulations around the noise realizations that are most likely to produce the large pulse deformations connected with errors, and yields computational speedups of several orders of magnitude over standard Monte Carlo simulations. We demonstrate the method by using it to calculate the probability density functions associated with pulse amplitude, frequency, and timing fluctuations in a prototypical soliton-based communication system.
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1. Introduction. The development of high-bit-rate data transmission over optical fibers is one of the major technological achievements of the late 20th century. The information-carrying capacity of such systems has increased by several orders of magnitude over the past quarter-century. There are limits imposed on capacities, however, by various transmission impairments that distort and degrade the signal in a number of ways [1, 2]. One common source of impairments in lightwave communication systems is the amplified spontaneous emission (ASE) noise generated by the erbium-doped fiber amplifiers (EDFAs) used to compensate loss in the fiber [1, 2]. This additive noise perturbs the propagating pulses, producing amplitude, frequency, timing, and phase jitter, which can then lead to bit errors [3, 4, 5].

Since ASE noise is a stochastic phenomenon, Monte Carlo simulations can be used to determine its effects on a system. The direct calculation of bit error rates with standard Monte Carlo simulations is impossible, however. Because data transmission rates are so high (currently, 10 Gb/s or more per channel, with tens of channels usually present per fiber) and errors must be handled by much slower electronic equipment, error rates are required to be very small, typically one error per trillion bits or lower. As a result, an exceedingly large number of Monte Carlo realizations would be needed to observe even a single transmission error, and even more would be required to obtain reliable error estimates.
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To overcome this limitation, one approximation is to calculate numerically the variances of pulse amplitude and/or timing and then to extrapolate the results into the tails of the probability density function (pdf) by assuming it to be Gaussian. It is clear, however, that this procedure is inadequate, since nonlinearity and pulse interactions can both contribute to make the resulting distributions non-Gaussian [6, 7, 8]. Nonlinearity arises from several sources, such as self-phase modulation due to the fiber’s nonlinear refractive index [9, 10] as well as the nonlinear conversion of optical energy into electrical energy by the photodetector [8].

Various techniques have recently been proposed to address the difficulty in calculating accurate statistics for rare events [8, 11, 12, 13, 14, 15, 16]. One promising approach is a technique known as importance sampling (IS) [17, 18]. In general, IS works by concentrating Monte Carlo samples on those configurations that are most likely to lead to transmission errors, thus significantly speeding up the simulations. Previously, we have successfully applied this technique to the direct simulation of transmission impairments caused by polarization-mode dispersion [14, 15]. More recently, we have presented numerical results demonstrating that IS can also be applied to simulations of ASE-induced transmission impairments [16]. The purpose of this paper is to describe in detail the methods used to produce these numerical simulations. For simplicity, we consider the case of a soliton-based transmission system (where, in the absence of noise, the pulse shape remains fixed), but it is anticipated that the technique can be extended to more realistic systems and more general transmission formats. The advantages of the method are substantial, allowing an increase in efficiency of several orders of magnitude over standard Monte Carlo simulations.

2. Solitons and amplifier noise. The propagation of pulses in an optical fiber with periodically spaced amplification is governed by the nonlinear Schrödinger (NLS) equation [9, 10, 16], which in dimensionless units is

\[ i \frac{\partial u}{\partial z} + \frac{1}{2} \frac{\partial^2 u}{\partial t^2} + |u|^2 u = i \sum_{n=1}^{N_a} \delta(z - nz_a) f_n(t). \]  

Here \( z \) and \( t \) are distance and retarded time, \( u \) is the pulse’s electromagnetic field envelope, \( N_a \) is the number of amplifiers, and \( z_a \) is the amplifier spacing. (The nondimensionalization and our choice of units are described in detail in Appendix A.) In this equation, the periodic power variations due to fiber loss and amplification have been averaged out [9].

The term \( f_n(t) \) is the noise added at each amplifier; when the pulse reaches an amplifier at \( z = nz_a \) (where \( z_a \) is the dimensionless amplifier spacing and \( n = 1, 2, \ldots, N_a \), with \( N_a \) being the total number of amplifiers in the transmission line), a small amount of noise \( f_n(t) \) is added to \( u \): \( u(nz_a^+, t) = u(nz_a^-, t) + f_n(t) \), as seen by integrating (2.1) across \( z = nz_a \). (Recall that we have averaged out loss and gain; this means that the noise is the only effect remaining at the amplifiers.) The amplifier noise \( f_n(t) \) can be modeled as classical zero-mean white noise:

\[ \langle f_n(t) \rangle = 0, \]
\[ \langle f_m(t) f_n(t') \rangle = 0, \]
\[ \langle f_m(t) \dagger f_n(t') \rangle = \sigma^2 \delta_{mn} \delta(t - t'), \]

where \( \langle \cdot \rangle \) denotes ensemble average, the superscript \( \dagger \) denotes the complex conjugate, \( \delta_{mn} \) and \( \delta(t - t') \) are the Kronecker and Dirac deltas, respectively, and \( \sigma^2 \) is a parameter describing the noise power. Technically speaking, (2.2c) is not mathematically
correct, since as written it implies an infinite noise bandwidth and thus produces in-
finite noise power. Any physical system (or any numerical computation) necessarily
has a finite noise bandwidth [19]. When calculating amplitude, frequency, and timing
fluctuations, however, the specific value of the noise bandwidth is unimportant if it
is larger than the soliton bandwidth (this is the case in practice), because only those
components of the noise within the same spectral range as the soliton will affect these
soliton parameters.

Without the noise term, (2.1) admits the well-known soliton solution
\begin{equation}
\label{eq:2.3a}
 u_s(z,t) = u_0(z,t) e^{i\Theta(z,t)},
\end{equation}
with
\begin{equation}
\label{eq:2.3b}
 u_0(z,t) = A \text{sech}[A(t - T(z))], \quad \Theta(z,t) = \Omega t + \Phi(z),
\end{equation}
where \( T(z) = T_0 + \Omega z \) and \( \Phi(z) = \Phi_0 + \frac{1}{4} (A^2 - \Omega^2)z \) and where the four soliton
parameters \( A, \Omega, T_0, \) and \( \Phi_0 \) are constant. When noise is added at each amplifier,
part of the noise is incorporated into the soliton, where it produces small changes
of the soliton parameters [9, 10]. The rest of the noise propagates along with the
perturbed soliton. This process is repeated at each amplifier, resulting in a random
walk of the four quantities \( A, \Omega, T, \) and \( \Phi \) [4, 5]. For typical system configurations,
the noise amplitude at each amplifier is small, and thus the noise-induced changes
of the soliton parameters at each individual amplifier are also usually small. In rare
cases, however, these individual contributions combine to produce large deviations,
resulting in potential transmission errors. Because these large pulse deformations are
rare, estimating their probability is difficult.

\section{2.1. Soliton perturbation theory}

Soliton perturbation theory (SPT) is a
standard method that has been used to approximate the effect of noise upon prop-
agating pulses (e.g., see [9, 20, 21, 22, 23]). Rather than using it directly to obtain
an analytical approximation to the perturbed pulse, however, here we will use it only
as a tool to guide numerical simulations. The key information that is needed to do
this comes from the dependence of the soliton solution, equation (2.3), upon the pa-
rameters \( A, \Omega, T_0, \) and \( \Phi_0 \). Since any value of these parameters is permitted, no
resistance is encountered if the noise at an amplifier changes one of them. This lack
of resistance allows large variations to build up after many amplifiers. Furthermore,
frequency fluctuations change the group velocity of the pulse, and subsequent propa-
gation integrates this velocity shift to produce a large timing shift (as reflected in the
dependence of \( T \) on \( \Omega \)).

The small noise-induced changes of the soliton parameters at a single amplifier
can be estimated by decomposing \( u(z,t) \) into its soliton and radiative (nonsoliton)
components,
\begin{equation}
\label{eq:2.4}
 u(z,t) = [u_0(z,t) + v(z,t)] e^{i\Theta},
\end{equation}
and by linearizing the NLS equation (2.1) around the soliton solution (2.3):
\begin{equation}
\frac{\partial v}{\partial z} = L v, \quad L v := i \frac{\partial^2 v}{\partial t^2} - \frac{i}{2} A^2 v + 2 |u_0|^2 v + i u_0^2 v^\dagger.
\end{equation}
Importantly, the linearized NLS operator \( L \) is non–self-adjoint and nonnormal, and
its generalized nullspace admits four modes (localized eigenfunctions) \( v_k(z,t) \) (\( k = A, \Omega, T, \Phi \)) satisfying [9, 10, 24]
\begin{equation}
\label{eq:2.6}
 L v_A = A v_\Phi, \quad L v_\Omega = v_T, \quad L v_T = 0, \quad L v_\Phi = 0.
\end{equation}
Explicitly, these four modes are

\[
\begin{align*}
    v_A(z,t) &= \frac{1}{A} \partial_z [(t - T) u_0], \\
    v_\Omega(z,t) &= i(t - T) u_0, \\
    v_T(z,t) &= -\partial_t u_0, \\
    v_\Phi(z,t) &= i u_0.
\end{align*}
\]

Each of these linear modes is associated with a continuous symmetry of the NLS equation [23]: invariance with respect to scaling, Galilean boosts, translations, and phase rotations, respectively. Note also from (2.6) that the timing and phase modes are actual eigenfunctions, whereas the amplitude and frequency modes are generalized eigenfunctions. This is related to two of these symmetries giving rise to modified conservation laws, which are directly related to a change of the pulse frequency producing a subsequent change in its velocity or a change of the pulse amplitude producing a change in its phase upon propagation [23]. These four modes, shown in Figure 1, are also associated with changes of the soliton parameters:\(^1\)

\[
\begin{align*}
    \frac{\partial u_s}{\partial A} &= v_A e^{i\Theta}, \\
    \frac{\partial u_s}{\partial \Omega} &= v_\Omega e^{i\Theta} + T v_\Phi e^{i\Theta}, \\
    \frac{\partial u_s}{\partial T} &= v_T e^{i\Theta}, \\
    \frac{\partial u_s}{\partial \Phi} &= v_\Phi e^{i\Theta}.
\end{align*}
\]

In fact, removing secular terms from the forced linearized NLS equation obtained by adding the right-hand side of (2.1) to (2.5), one finds the local changes of the soliton parameters at the \(n\)th amplifier produced by the noise \(f_n(t)\) [9, 10]:

\[
\begin{align*}
    \Delta A_n &= \text{Re} \int v_A(z,t) e^{-i\Theta} f_n(t) \, dt, \\
    \Delta \Omega_n &= \text{Re} \int v_\Omega(z,t) e^{-i\Theta} f_n(t) \, dt, \\
    \Delta T_n &= \text{Re} \int v_T(z,t) e^{-i\Theta} f_n(t) \, dt, \\
    \Delta \Phi_n &= \text{Re} \int (v_\Phi(z,t) - T v_\Omega(z,t)) e^{-i\Theta} f_n(t) \, dt.
\end{align*}
\]

\(^1\)Note that the derivatives on the left-hand side of (2.8) are taken with respect to the variables \(A, \Omega, T,\) and \(\Phi,\) with the other three variables kept constant. A different choice of parametrization for the soliton solution in (2.3) would lead to different results.
where the integrals are from $-\infty$ to $\infty$. The functions $v_k(z,t)$ are the modes of the adjoint linearized NLS operator, defined by $L^{adj}v = -\frac{i}{2} \partial_t^2 v + \frac{1}{2} A^2 v - 2i|u_0|^2 v + iu_0^2 v^\dagger$ and the inner product $\langle v, v \rangle = \text{Re} \int v^\dagger v \, dt$ [10]. They are

$$v_A = -iv\Phi, \quad v_\Omega = i\Omega / A, \quad v_T = iv\Omega / A, \quad v_\Phi = ivA.$$  

(The adjoint modes are easily obtained from those in (2.7), noting that $L^{adj}(v) = iL(iv)$.) Together, the modes of $L$ and $L^{adj}$ form a biorthonormal basis of the tangent space corresponding to infinitesimal changes in the soliton parameters at a given amplifier,\footnote{Note that, as usual, a true linear mode of the linearized NLS operator corresponds to a generalized mode of the adjoint operator, and vice-versa.} and the source terms in (2.9) represent the projection of the noise onto this basis.

### 2.2. Noise-induced amplitude, frequency, timing, and phase jitter.

Equations (2.9) establish a direct projection from the infinite-dimensional noise which is added at each amplifier to a discrete random walk for the four soliton parameters. In particular, the equations can be easily integrated, including the unperturbed evolution in between amplifiers, to obtain the final values of amplitude $A$, frequency $\Omega$, timing $T$, and phase $\Phi$:

\begin{align}
A_{out} &= A_0 + \sum_{n=1}^{N_a} \Delta A_n, \\
\Omega_{out} &= \Omega_0 + \sum_{n=1}^{N_a} \Delta \Omega_n, \\
T_{out} &= T_0 + N_a z_0 \Omega_0 + \sum_{n=1}^{N_a} \Delta T_n + \sum_{n=1}^{N_a} (N_a + 1 - n) z_0 \Delta \Omega_n, \\
\Phi_{out} &= \Phi_0 + \frac{1}{2} N_a z_0 (A_0^2 - \Omega_0^2) + \sum_{n=1}^{N_a} \Delta \Phi_n + \sum_{n=1}^{N_a} (N_a + 1 - n) z_0 (A_0 \Delta A_n - \Omega_0 \Delta \Omega_n) \\
&\quad + \frac{1}{2} \sum_{n=1}^{N_a} \sum_{m=1}^{N_a} [N_a - \max(n, m)] z_0 (\Delta A_n \Delta A_m - \Delta \Omega_n \Delta \Omega_m).
\end{align}

The fourth term in (2.11c) and the fourth and fifth terms in (2.11d) arise from the above-mentioned Galilean invariance of the NLS equation. Whereas amplitude and timing jitter are the most important failure mechanisms for communication lines using standard on-off keying receivers, phase fluctuations are of critical importance when the receivers are phase-sensitive, as is the case for phase-shift or differential phase-shift keying [25].

Owing to (2.2) and (2.9), $\Delta A_n$, $\Delta T_n$, $\Delta \Omega_n$, and $\Delta \Phi_n$ are Gaussian-distributed random variables at each amplifier, with variances

\begin{align}
\langle \Delta A_n^2 \rangle &= A_n \sigma^2, \\
\langle \Delta \Omega_n^2 \rangle &= \sigma^2 A_n / 3, \\
\langle \Delta T_n^2 \rangle &= \pi^2 \sigma^2 / (12 A_n^3), \\
\langle \Delta \Phi_n^2 \rangle &= (1 + \pi^2 / 12 + T_n^2) \sigma^2 / 3 A_n.
\end{align}
respectively. Note that all of these variances depend on the value of the soliton amplitude immediately prior to arrival at the amplifier, and that the phase variance depends on the soliton position; this is because the time-dependent term in the phase in (2.3b) is not defined to be zero at $t = T(z)$. For small deviations of amplitude and position, one can approximate these variances with their initial values (assuming without loss of generality that the initial position is zero):

$$\sigma^2_A := A_0 \sigma^2_A, \quad \sigma^2_\Omega := \sigma^2_A / 3, \quad \sigma^2_T := \pi^2 \sigma^2 / (12 A_0^3), \quad \sigma^2_\Phi := (1 + \pi^2 / 12) \sigma^2 / 3 A_0.$$  

The variances of the final soliton amplitude, frequency, and position timing are then easily computed to be

$$\langle A^2_{\text{out}} \rangle \simeq N_a \sigma^2_A, \quad \langle \Omega^2_{\text{out}} \rangle \simeq N_a \sigma^2_\Omega, \quad \langle T^2_{\text{out}} \rangle \simeq N_a \sigma^2_T + N_a(N_a + 1) \sigma^2_\Omega \sigma^2_A / 6, \quad \langle \Phi^2_{\text{out}} \rangle \simeq N_a \sigma^2_\Phi + N_a(N_a + 1) \sigma^2_A \sigma^2_\Phi / 6,$$

respectively. The cubic dependence on $N_a$ of the growth of $\langle T^2_{\text{out}} \rangle$ and $\langle \Phi^2_{\text{out}} \rangle$ is a discrete analogue to the cubic dependence on distance in a distributed noise approximation, used by Gordon and Haus and by Gordon and Mollenauer, respectively, to derive upper limits for the error-free propagation distance of a soliton transmission system [4, 5].

These calculations, however, are not sufficient to give an accurate estimate of noise-induced transmission penalties, for several reasons. First, the variances in (2.14) are correct only for small deviations of the pulse amplitude. Second, even though the noise is Gaussian-distributed, the full noise-induced changes of the soliton parameters are not necessarily Gaussian. In particular, the variance of each amplitude shift depends on the previous value of the amplitude, which causes the distribution of $A$ to deviate significantly from Gaussian. A Gaussian approximation will therefore be valid only in the limit of exceedingly small amplitude shifts, and quite possibly only in the core region of the pdf and not in the tails. The timing $T$ and frequency $\Omega$ also deviate very slightly from Gaussian due to the local dependence of their variances on $A$ (cf. (2.12); see also [13]). Since $T$, $\Omega$, and $\Phi$ have no influence on the random walk of $A$ (or on $T$, in the case of the phase), however, their statistical behavior is expected to be dominated by the mean value of $A$. Finally, even if the noise-induced changes of the soliton parameters were approximately Gaussian-distributed, calculating the probability densities in the tails from the (analytically or numerically obtained) variances would require an exponential extrapolation, and any errors or uncertainties would be magnified correspondingly.

3. Importance sampling. The main idea behind importance sampling is to bias the probability distribution functions used to generate the random Monte Carlo samples so that errors occur more frequently than would be the case otherwise [17, 18]. Before we delve into the implementation of importance sampling for amplifier noise, let us briefly present the basic ideas in a general setting.

Let $X$ denote a collection of random variables (RVs) identifying a particular system realization. (In our case, $X$ will be a vector or matrix which determines the noise at all the amplifiers.) Consider a measurable quantity $y(X)$ associated with each system configuration and, therefore, with each value of $X$. (In our case, $y(X)$ will be the final pulse amplitude or timing.) Suppose that we are interested in calculating
the probability $P$ that $y(X)$ falls in some prescribed range. This probability can be represented as the expectation value of an indicator function $I(y(X))$ such that $I(y) = 1$ if the random variable $y$ falls in the prescribed range and $I(y) = 0$ otherwise. That is, the probability $P$ is represented by the multidimensional integral

$$P = \int I(y(x)) p_X(x) \, dx = \mathbb{E}[I(y(X))],$$

where $p_X(x)$ is the joint pdf of the RVs $X$, $\mathbb{E}[\cdot]$ denotes the expectation value with respect to the distribution $p_X(x)$, and the integral is over the entire configuration space. In many cases of interest, a direct evaluation of the integral in (3.1) is impossible. One can then resort to Monte Carlo simulations and write an estimator $\hat{P}$ for $P$, replacing the integral in (3.1) by

$$\hat{P}_{mc} = \frac{1}{M} \sum_{m=1}^{M} I(y(X_m)),$$

where $M$ is the total number of Monte Carlo samples, and where each $X_m$ is a random sample drawn from $p_X(x)$. Equation (3.2) simply expresses the relative number of samples falling in the range of interest. If one is interested in low probability events, however (that is, if $P \ll 1$), an impractically large number of samples is usually necessary in order to see even a single event, and an even larger number is required in order to obtain an accurate estimate.

When the main contribution to $P$ comes from regions of sample space where $p_X(x)$ is small, IS can be used to speed up the simulations. The idea is first to rewrite the the probability $P$ in (3.1) as

$$P = \int I(y(X)) r(x) p^*(x) \, dx = \mathbb{E}^*[I(y(X)) r(X)],$$

where $\mathbb{E}^*[\cdot]$ denotes the expectation value with respect to the biasing distribution $p^*(x)$, and where $r(x) = p_X(x)/p^*(x)$ is called the likelihood ratio [17]. As before, we then estimate the corresponding integral via Monte Carlo simulations; that is, we write an importance-sampled Monte Carlo estimate for $P$ as

$$\hat{P}_{is} = \frac{1}{M} \sum_{m=1}^{M} I(y(X_m^*)) r(X_m^*),$$

where now the samples $X_m^*$ are drawn according to the distribution $p^*(x)$. By design, the estimator $\hat{P}_{is}$ is unbiased; i.e., $\mathbb{E}^*[\hat{P}_{is}] = P$. If $p^*(x) \equiv p_X(x)$ (unbiased simulations), $r(x) = 1$ and (3.4) agrees with (3.2) (i.e., one recovers the standard Monte Carlo method). The use of a biasing pdf, however, allows the desired regions of sample space to be visited much more frequently. At the same time, the likelihood ratio automatically adjusts each contribution so that all of the different realizations add properly to give a correct final estimate.

The crucial step when trying to apply IS is to determine a proper choice of the biasing distribution $p^*(x)$ in order to reduce the variance of the estimator $\hat{P}_{is}$. Naturally, not all biasing distributions are appropriate for accomplishing this. One might think that the simplest choice is to increase the overall noise variance, in an attempt to increase the probability of generating errors. It is well-known, however, that this biasing method (which is usually referred to as variance scaling) is effective
only in low-dimensional systems [17]. In general, in order for IS to be effective, $p^*(x)$ should concentrate the Monte Carlo samples near the regions that are most likely to generate rare events of interest, which in our case means determining the most likely noise instantiations at each amplifier which produce large pulse amplitude or timing variations at the fiber output. The proper choice of biasing distributions when one is interested in amplitude and timing jitter will be discussed in the next section.

If one seeks to reconstruct a broad region of the pdf for the quantity of interest, no single choice of biasing distribution can be expected to capture efficiently all the regions of sample space that give rise to the events of interest. In this case, several different biasing distributions $p^*_q(x)$ can be used and their results combined using a method known as multiple importance sampling [26, 27, 28]. With this technique, a weight $w_q(x)$ is associated with each biasing distribution. An importance-sampled estimator for $P$ is then written as

\begin{equation}
\hat{P}_{\text{mis}} = \frac{1}{Q} \sum_{q=1}^{Q} \frac{1}{M_q} \sum_{m=1}^{M_q} w_q(X_{mq}^*) I(y(X_{mq}^*)) r_q(X_{mq}^*),
\end{equation}

where $Q$ is the total number of biasing distributions, $M_q$ is the number of samples drawn from $p^*_q(x)$, $X_{mq}^*$ is the $m$th such sample, and $r_q(x) = p_X(x)/p^*_q(x)$. Several strategies are possible for selecting the weights; the estimator $\hat{P}$ will be unbiased as long as $\sum_{q=1}^{Q} w_q(x) = 1$ for all $x$. A particularly simple and effective choice is the balance heuristic [26]:

\begin{equation}
w_q(x) = \frac{M_q p^*_q(x)}{\sum_{q'=1}^{Q} M_{q'} p^*_{q'}(x)}.
\end{equation}

Note that $M_q p^*_q(x)$ is proportional to the expected number of hits from the $q$th distribution. Thus, the weight of a sample with the balance heuristic is given by the likelihood of realizing that sample with the $q$th distribution relative to the total likelihood of realizing the same sample with all distributions.

4. IS for amplitude, frequency, timing, and phase jitter. We now turn our attention to the application of IS to Monte Carlo simulations of noise-induced amplitude, frequency, timing, and phase jitter. As explained earlier, in order for IS to be effective we need to bias the simulations towards the events that are most likely to produce the rare events of interest. Therefore, the strategy to bias the simulations toward predetermined target values of each soliton parameter consists of two logically distinct steps: First, we must determine how to bias the noise at each amplifier in order to obtain a specified change of amplitude, frequency, timing, and/or phase. Second, we must determine how to select the individual changes at each amplifier to obtain the desired total change at the end of the transmission line. To accomplish these goals, we need to (i) find the most likely noise configurations that result in a specified soliton parameter change at each amplifier, and (ii) find the most likely combination of individual amplitude, frequency, timing, and phase changes at all of the amplifiers that result in the desired value at the end of the transmission line. The fact that so much is known about NLS solitons greatly simplifies these tasks. The key information comes from the dependence of the soliton solution upon the parameters $A$, $\Omega$, $T_0$, and $\Phi_0$. The noise-induced changes in these soliton parameters can be calculated using SPT, as explained in section 2.1. In turn this knowledge can be used to bias the noise at each amplifier to induce larger-than-normal changes of the soliton parameters at the fiber output.
To make these ideas more definite, suppose that we are interested in large deviations of a quantity \( Y \). Later on, this quantity will be identified with the amplitude \( A \), frequency \( \Omega \), timing \( T \), or phase \( \Phi \) of the soliton. For now, let \( Y_n \) denote the value of \( Y \) at the fiber input, and suppose that we want to direct the simulations towards a target value \( Y_{\text{out}} \). As explained above, we need to (i) find the most likely noise realization at each amplifier to produce a given shift \( C_n = Y_n - Y_{n-1} \), and (ii) find the most likely combination of individual contributions \( \{C_n\}_{n=1}^{N_a} \) such that the final value of \( Y \) is \( Y_{\text{out}} \). We address these two issues separately.

To solve problem (i), at each amplifier we need to find the noise instantiation that maximizes the probability of realizing a prescribed shift in one of the soliton parameters. In any numerical implementation of (2.1), noise is added to the propagating signal by adding one independent Gaussian random variable to the real part of the optical field, and one to the imaginary part, at each discretized time point (when split-step spectral methods are used to solve (2.1), one can alternatively add an independent Gaussian random variable to the real part and to the imaginary part of every Fourier mode; this is equivalent to the above procedure in the time domain). Maximizing the probability of this Gaussian perturbation amounts to minimizing the sum of the squares of all of the random variables (one for the real part and one for the imaginary part at each time point), and in a continuous-time limit this corresponds to seeking a noise-produced perturbation \( f(t) \) that minimizes the \( L^2 \)-norm

\[
\|f\|^2 = \int |f(t)|^2 \, dt.
\]

There is no weighting of the noise because every perturbation of comparable size is equally probable. Of course, we are interested in the noise perturbation that produces not just the most probable change, but rather the most probable change in one of the soliton parameters. This means that the minimization should be performed subject to the constraint

\[
\Delta Y_n = \text{Re} \int \xi^*_Y(z_n, t) f(t) \, dt = C_n,
\]

where \( \xi_Y(z_n, t) \) is one of the adjoint linear modes evaluated at \( z_n = n z_a \), consistent with (2.9), and \( C_n \) is for now an arbitrary constant. This constrained minimization problem can be expressed in Lagrange multiplier form by defining the functional

\[
M_n = \int |f(t)|^2 \, dt + \lambda \left[ \int \xi^*_Y(z_n, t) f(t) \, dt + \int \xi_Y(z_n, t) f^*(t) \, dt - 2C_n \right].
\]

The solution to this problem, which is easily obtained using the calculus of variations, is

\[
f(t) = C_n \frac{\xi_Y(z_n, t)}{\|\xi_Y(z_n, \cdot)\|^2}.
\]

Here it should be noted that, even though a noise perturbation proportional to one of the linear modes produces a “clean” change in the soliton parameters (that is, a change without additional radiative components), (4.4) implies that the most likely way to realize the same parameter change occurs when the noise is proportional to the corresponding adjoint mode, a result which is not evident a priori.

Once the maximum likelihood noise configurations at each amplifier are known, it remains to solve problem (ii), namely to find the coefficients \( \{C_1, \ldots, C_{N_a}\} \) that lead
with maximum probability to a prescribed change in the soliton parameter \( Y \) over \( N_a \) amplifiers. From (2.3), it is immediately apparent that (if one neglects the dependence of the variances in (2.12) on the amplitude) the soliton amplitude \( A \) and frequency \( \Omega \) are not affected by changes to the other parameters, while the soliton timing \( T \) and phase \( \Phi \) are affected both by direct perturbations to \( T \) and \( \Phi \), respectively, and by integrated changes to the frequency \( \Omega \) and amplitude \( A \), respectively. We therefore consider these problems separately.

4.1. Amplitude and frequency shifts. In the case of amplitude shifts, the problem is to find the most likely noise realization that produces a prescribed total change in the soliton amplitude, \( \Delta A_{tot} = A_{out} - A_{in} \). This amounts to another constrained minimization problem, where we now need to choose the set of individual amplitude shifts at each amplifier, \( \{ \Delta A_n \}_{n=1}^{N_a} \), in order to minimize the cumulative \( L^2 \)-norm

\[
\sum_{n=1}^{N_a} \| f_n \|^2 = \sum_{n=1}^{N_a} \frac{\Delta A_n^2}{\| x_n(z, \cdot) \|^2}
\]

(where (4.4) was used) under the constraint

\[
\sum_{n=1}^{N_a} \Delta A_n = \Delta A_{tot}.
\]

Evaluating the norm of \( x_A \) using (2.9a), we can also rewrite this optimization problem in Lagrange multiplier form as

\[
M = \sum_{n=1}^{N_a} \frac{\Delta A_n^2}{A_n} + \lambda \left[ \Delta A_{tot} - \sum_{n=1}^{N_a} \Delta A_n \right],
\]

where, obviously, at each amplifier \( A_n = A_{in} + \sum_{n'=1}^{n} \Delta A_{n'} \). To find the minimum of \( M \) we then look for zeros of the gradient of \( M \) with respect to all the individual amplitude changes \( \Delta A_n \). If the total amplitude change over the \( N_a \) amplifiers is not too large, we can write \( \Delta A_{tot} = \epsilon \Delta \) and employ a perturbation expansion of \( \Delta A_n \) and \( \lambda \) in powers of \( \epsilon \), namely, \( \Delta A_n = \epsilon a_n^{(1)} + \epsilon^2 a_n^{(2)} + \cdots \) and of \( \lambda = \epsilon \lambda_0 + \epsilon^2 \lambda_2 + \cdots \). Minimizing and then matching orders of \( \epsilon \) gives

\[
a_n^{(1)} = \frac{\Delta}{N_a},
\]

\[
a_n^{(2)} = -\frac{1}{4} \frac{\Delta^2}{N_a^2} (N_a - 2n + 1),
\]

and so on. These constants determine the appropriate biasing for amplitude jitter at leading order and up to second order. Note that, at leading order, the desired average change in amplitude over the entire span of amplifiers is simply divided evenly among the individual amplifiers. In practice, this leading order approximation has been found to be adequate for all cases considered, even when the actual amplitude shifts computed were reasonably large.

The optimal biasing problem for the frequency \( \Omega \) is similar but simpler, in that the \( L^2 \)-norm of the associated linear mode is independent of \( \Omega \). In particular, we seek to minimize

\[
\sum_{n=1}^{N_a} \| f_n \|^2 = \sum_{n=1}^{N_a} \frac{\Delta \Omega_n^2}{\| x_\Omega(z_n, \cdot) \|^2}
\]
under the constraint
\begin{equation}
\sum_{n=1}^{N_a} \Delta \Omega_n = \Delta \Omega_{\text{tot}}.
\end{equation}

This leads to
\begin{equation}
M = \sum_{n=1}^{N_a} \frac{\Delta \Omega_n^2}{A_n} + \lambda \left[ \Delta \Omega_{\text{tot}} - \sum_{n=1}^{N_a} \Delta \Omega_n \right],
\end{equation}

where, due to the orthogonality of $v_\Omega$ and $v_A$, the amplitude remains unaffected by the biasing applied to $\Omega$. For this reason, we assume $A_n = 1 \ \forall \ n = 1, \ldots, N_a$, which simply gives
\begin{equation}
\Delta \Omega_n = \frac{\Delta \Omega_{\text{tot}}}{N_a}.
\end{equation}

Note that this assumption would need to be modified if one wished to compute the joint distribution of amplitude and frequency (or amplitude and timing), however.

### 4.2. Timing and phase shifts.
We next look at the most likely noise realization resulting in a prescribed timing shift of the soliton at the fiber output. Because of the Galilean invariance of the NLS equation, in this case we need to consider frequency shifts as well as timing shifts. In other words, we seek to find the most likely set of frequency and timing shifts at each amplifier, $\{\Delta \Omega_n, \Delta T_n\}_{n=1}^{N_a}$, that produce a final value $T_{\text{out}} = T_{\text{in}} + \Delta T_{\text{tot}}$ of timing. Because of the orthogonality of $v_T$ and $v_\Omega$, this amounts to choosing $\Delta T_n$ and $\Delta \Omega_n$ in order to minimize the cumulative $L^2$-norm
\begin{equation}
\sum_{n=1}^{N_a} \frac{\Delta T_n^2}{\|v_T(z_n, \cdot)\|^2} + \sum_{n=1}^{N_a} \frac{\Delta \Omega_n^2}{\|v_\Omega(z_n, \cdot)\|^2}
\end{equation}

under the constraint
\begin{equation}
\Delta T_{\text{tot}} = N_a z_a \Delta \Omega_{\text{in}} + \sum_{n=1}^{N_a} \Delta T_n + \sum_{n=1}^{N_a} (N_a + 1 - n) \Delta \Omega_n z_a
\end{equation}

for a prescribed value of $\Delta T_{\text{tot}}$. Again, we can evaluate the norms in (4.13) and rewrite the above problem in Lagrange multiplier form:
\begin{equation}
M = \frac{6}{\pi^2} \sum_{n=1}^{N_a} N_a^3 \Delta T_n^2 + \frac{2}{3} \sum_{n=1}^{N_a} \frac{\Delta \Omega_n^2}{A_n} + \lambda \left[ \sum_{n=1}^{N_a} \Delta T_n + \sum_{n=1}^{N_a} (N + 1 - n) \Delta \Omega_n z_a - \Delta T_{\text{tot}} \right].
\end{equation}

If the noise has components only along $v_T$ and $v_\Omega$, the soliton amplitude again remains unaffected, so that minimizing the action $M$ gives
\begin{align}
\Delta T_n &= \frac{\pi^2}{12 \sigma_{T,\text{tot}}^2} \Delta T_{\text{tot}}, \\
\Delta \Omega_n &= \frac{(N_a + 1 - n) z_a}{3 \sigma_{T,\text{tot}}^2} \Delta T_{\text{tot}},
\end{align}
where
\[(4.16c) \quad \sigma^2_{\Phi,\text{tot}} = N_a \left[ \frac{\pi^2}{12} + \frac{z_a^2}{18} (N_a + 1) (2N_a + 1) \right].\]

Note that the rule for biasing the frequency given by (4.16b) is rather different from the rule given by (4.12). Whereas the former is designed to produce a given total change in frequency with highest likelihood, the latter is designed to produce a given total change in timing with highest likelihood, so that frequency shifts occurring earlier in the propagation are weighted much more heavily. In fact, comparing (2.10), (4.14), and (4.16), it can easily be seen that the relative weight of each term is proportional to the variance of its term in the final result. In other words, the most probable way of obtaining a given timing shift at the end of the fiber is to perform relatively larger frequency shifts at the beginning of the fiber, since these are the ones that can accumulate over the longest distances and therefore produce larger deviations for the same “effort” (i.e., for the same contribution to the cumulative L^2-norm of (4.1)).

Just as the optimal noise instantiation to obtain a given total timing shift depends on both frequency and timing shifts at each amplifier, the most probable way of obtaining a prescribed total phase shift requires shifting three parameters at each amplifier: phase, amplitude, and frequency. Under the conditions that \(\Omega_0 = 0\) and that the individual amplitude shifts are kept small, however, the terms in (2.11d) involving \(\Omega_0\) and those involving products of shifts can be neglected, leaving as the action
\[(4.17) \quad M = \sum_{n=1}^{N_a} A_n \Delta \Phi_n^2 \sigma^2_{\Phi,\text{tot}} + \sum_{n=1}^{N_a} \Delta A_n^2 \frac{2}{2A_n} + \lambda \left[ \sum_{n=1}^{N_a} \Delta \Phi_n + \sum_{n=1}^{N_a} (N + 1 - n) A_0 \Delta A_n z_a - \left( \Phi_{\text{out}} - \frac{1}{2} N_a z_a A_0^2 \right) \right].\]

This action has markedly similar form to (4.15) and demonstrates again that the effect of amplitude shifts on phase through self-phase modulation is completely analogous to the effect of frequency shifts on position through Galilean invariance. Here, however, the fact that amplitude appears in the summations is problematic, as amplitude is one of the parameters being shifted in our biasing scheme. To resolve this, we take an approach similar to that for direct amplitude shifting; i.e., we use a perturbation expansion in \(\Delta A_{\text{tot}}\). At leading order, the optimal phase and amplitude shifts take the same form as the above optimal timing and frequency shifts:
\[(4.18a) \quad \Delta \Phi_n = \frac{\pi^2/36 + 1/3}{\sigma^2_{\Phi,\text{tot}}} \left( \Delta \Phi_{\text{tot}} - \frac{1}{2} N_a z_a \right),\]
\[(4.18b) \quad \Delta A_n = \frac{(N_a + 1 - n) z_a}{\sigma^2_{\Phi,\text{tot}}} \left( \Delta \Phi_{\text{tot}} - \frac{1}{2} N_a z_a \right),\]
where
\[(4.18c) \quad \sigma^2_{\Phi,\text{tot}} = N_a \left[ \frac{\pi^2}{36} + \frac{1}{3} + \frac{z_a^2}{6} (N_a + 1) (2N_a + 1) \right].\]

4.3. Implementation issues. Having found the most probable configurations that produce given values of amplitude, frequency, timing, and phase shifts, we now
discuss how to use them to guide the biasing of the importance-sampled Monte Carlo simulations.

For concreteness, suppose that we are numerically solving a discretized version of the NLS equation (2.1). As explained earlier, at each amplifier we add random noise \( f_n \). If \( J \) is the total number of discrete time points in the computational domain (or, equivalently, the total number of complex Fourier modes), the noise is represented by a vector \( \mathbf{x}_n = (x_1, \ldots, x_J)^T \) giving the real and imaginary noise components at each discretized time location. In the unbiased case, the \( x_j \) are independent identically distributed (i.i.d.) normal RVs with mean zero and variance \( \sigma^2 \). Explicitly, the probability distribution is

\[
\pi(x) = \exp\left(-\mathbf{x}^T \mathbf{x}/2\sigma^2\right)/(2\pi\sigma^2)^{J/2}.
\]

Let \( \mathbf{X} = (\mathbf{x}_1, \ldots, \mathbf{x}_N) \) be the \( 2J \times N \) matrix that denotes all of the noise components at all of the amplifiers, and suppose that we are interested in reconstructing the pdf of a variable \( y(X) \). (Here, \( y \) will be the amplitude \( A \), the frequency \( \Omega \), the timing \( T \), or the phase \( \Phi \).)

At each amplifier, we will perform the biasing by selecting a deterministic biasing vector \( \mathbf{b}_n \) that will be added to the noise vector \( \mathbf{x}_n \) drawn from the unbiased distribution. That is, we will form a biased noise realization as

\[
\mathbf{x}_n^* = \mathbf{x}_n + \mathbf{b}_n.
\]

This corresponds to choosing, at each amplifier, the biasing pdf \( p_x^*(\mathbf{x}_n^*) = p_x(\mathbf{x}_n^* - \mathbf{b}_n) = p_x(\mathbf{x}_n) \), which therefore gives a likelihood ratio of

\[
\frac{r_x(\mathbf{x}_n^*)}{r_x(\mathbf{x}_n)} = \frac{p_x(\mathbf{x}_n + \mathbf{b}_n)}{p_x(\mathbf{x}_n)}.
\]

One can then obtain the overall likelihood ratio of the noise over \( N \) amplifiers\(^3\) as

\[
r(X^*) = \prod_{n=1}^{N} \frac{p_x(\mathbf{x}_n^*)}{p_x(\mathbf{x}_n)},
\]

where \( X^* = (\mathbf{x}_1^*, \ldots, \mathbf{x}_N^*) \) and \( \mathbf{x}_n^* = \mathbf{x}_n + \mathbf{b}_n \), as before. Of course, in order for this strategy to be effective, the choice of the biasing vectors \( \mathbf{b}_n \) is crucial. The means by which we choose these biasing vectors in the case of amplitude, frequency, timing, and phase jitter is discussed next.

In order to perform the biasing, at each amplifier we first need to find the soliton parameters associated with the solution immediately before amplification (i.e., the addition of noise). We do this either by solving the Zakharov–Shabat eigenvalue problem [9, 29] or by using the moment integrals for the soliton parameters [10]. (A more detailed discussion of this soliton reconstruction process is contained in Appendices B and C.) The soliton parameters uniquely determine the soliton solution, which in turn determines the linear modes. Since the deterministic biasing term is expressed in the form of a linear combination of modes (as determined in the previous subsection), knowing the soliton parameters allows us to select the proper biasing of the Monte Carlo simulations as given by (4.4) and the determination of \( C_n \) in subsections 4.1 and 4.2.

In particular, if one wants to bias the amplitude, one chooses a shift in the mean of the noise \( f(t) \) equal to

\[
\Delta A_n = \frac{\mathbf{u}_A(z_n, t)}{\|\mathbf{u}_A(z_n, \cdot)\|^2} \Delta A_n \mathbf{u}_A(z_n, t) / 2 A_n.
\]

\(^3\)Note that the biased noise realizations at each amplifier are not statistically independent, since at each amplifier the choice of the biasing vector \( \mathbf{b}_n \) depends on the current state of the soliton and therefore on the accumulated effect of the noise from the previous amplifiers. Nevertheless, it is easy to show that the overall likelihood ratio for such a Markov process can still be written as a product of the individual likelihood ratios (e.g., see [28]).
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where $\Delta A_n$ is given by (4.8). Similarly, if one wants to bias the pulse frequency, one chooses a shift in the mean of the noise equal to

$$\Delta \Omega_n \frac{v_{\Omega}(z_n, t)}{\|v_{\Omega}(z_n, \cdot)\|^2} = \Delta \Omega_n \frac{3v_{\Omega}(z_n, t)}{2A_n}, (4.20)$$

where $\Delta \Omega_n$ is given by (4.12). To bias the soliton position, however, one must also bias the frequency, and in this case one chooses a shift in the mean of the noise equal to

$$\Delta T_n \frac{v_T(z_n, t)}{\|v_T(z_n, \cdot)\|^2} + \Delta \Omega_n \frac{v_{\Omega}(z_n, t)}{\|v_{\Omega}(z_n, \cdot)\|^2} = \Delta T_n \frac{6A_n^3v_T(z_n, t)}{\pi^2} + \Delta \Omega_n \frac{3v_{\Omega}(z_n, t)}{2A_n}, (4.21)$$

where $\Delta T_n$ and $\Delta \Omega_n$ are now given by (4.16). Finally, to bias the phase one must also bias the amplitude, giving a mean noise shift of

$$\Delta \Phi_n \frac{v_{\Phi}(z_n, t)}{\|v_{\Phi}(z_n, \cdot)\|^2} + \Delta A_n \frac{v_{A}(z_n, t)}{\|v_{A}(z_n, \cdot)\|^2} = \Delta \Phi_n \frac{A_n v_{\Phi}(z_n, t)}{\pi^2/18 + 2/3} + \Delta A_n \frac{v_{A}(z_n, t)}{2A_n}. (4.22)$$

In the discretized version of the problem, this biasing term, i.e., the shift of the mean of the noise $f(t)$, can also be represented as a vector, $b_n$. Once the biasing direction and strength have been chosen, the actual biasing is straightforward: an unbiased noise realization $x_n$ is generated, and the biased noise realization $x^*_n$ is obtained by simply adding $b_n$ to $x_n$; that is, $x^*_n = x_n + b_n$, as explained above.

5. Numerical Results. To demonstrate the effectiveness of applying IS to Monte Carlo simulations of amplitude, frequency, timing, and phase jitter, we have performed simulations using the procedure described above. In dimensionless units, we took an amplifier spacing of $z_n = 0.1$, a total propagation distance of $N_n z_n = 20$, and a dimensionless noise strength of $\sigma^2 = 6.3 \times 10^{-5}$. The physical parameters generating these values are given in Appendix A. In the simulations, we extracted the soliton parameters at the intermediate amplifiers using moments (see Appendix C), but computed the values at the final distance using the more accurate Zakharov–Shabat eigenvalue problem (see Appendix B).

Figure 2 shows the results of 50,000 importance-sampled Monte Carlo simulations, selectively targeting amplitude fluctuations. Five biasing targets with 10,000 samples per target were used. Different choices of biasing generate the different regions of the pdfs shown in Figure 3, and the results from all Monte Carlo realizations are combined using the balance heuristic described in section 3. Even with a relatively small number of Monte Carlo samples, the method produces values of amplitude and timing jitter far down into the tails of the probability distributions. As shown in Figure 2, these results agree with unbiased Monte Carlo simulations in the main portion of the pdf (the only region that can be reconstructed with unbiased simulations). For smaller probability values, however, the deviations from Gaussian are evident.

A simple model of amplitude fluctuations can be obtained via soliton perturbation theory [10]: $A_{n+1} = A_n + \sqrt{A_n} s_{n+1}$, where the $s_n$ are i.i.d. normal RVs with mean zero and variance $\sigma^2$. (Of course, this model cannot be correct when the noise is not a small perturbation of the soliton; an obvious erroneous result of this is that there is a very slight probability for negative $A_n$’s to occur. Fortunately, it will be seen that such unphysical cases occur with extremely small probability, and therefore can be ignored.) Note that this model reflects a prepoint approximation of the jump conditions in (2.1). While this approach is closer in spirit to the Markov process created
Fig. 2. The pdf of amplitude jitter in a soliton-based transmission system, obtained from 50,000 importance-sampled Monte Carlo simulations. Results from a simple model from perturbation theory and an approximate Gaussian curve are also shown.

Fig. 3. (left) Relative frequency plots showing the different ranges of amplitude generated by biasing distributions with five different targets. From left to right, the targets are $\Delta A_{\text{tot}} = \{-0.8, -0.4, 0, 0.4, 0.8\}$. (right) The relative contribution of each biasing distribution to the final result of Figure 2 when weighted by the balance heuristic.

by the biased Monte Carlo simulations, it is unclear whether the physical process is more accurately represented by this approximation or by a midpoint approximation, given by $A_{n+1} = A_n + \frac{\sqrt{A_{n+1}} + \sqrt{A_n}}{2}$ (s). (For example, in one interpretation of a quantum-mechanical analysis of noise induced by loss and gain in a periodically amplified system, half of the noise is contributed in a distributed manner by the loss.) For comparison, in Figure 2 we show the pdfs obtained from both models, using importance-sampled numerical simulations for the prepoint approximation and simple analysis (see Appendix D) for the midpoint approximation. Although agreement with the importance-sampled simulations of the full NLS equation (2.1) is very
The pdf of amplitude jitter when the amplifier separation $z_a$ is varied while the number of amplifiers $N_a$ and the noise strength at each amplifier are held fixed. Even though SPT predicts the solid curve for each of these runs, the agreement with PDE numerics appears to be good only for sufficiently large $z_a$. Each of the numerical runs was obtained using $5 \times 10^5$ simulations.

Fig. 5. The pdfs of frequency (left) and timing jitter (right) in a soliton-based transmission system, each obtained from 50,000 importance-sampled Monte Carlo simulations.

good throughout the range of amplitude values considered, with a slight deviation at small amplitudes, this agreement deteriorates significantly at both small and large amplitudes when the amplifier spacing $z_a$ is decreased, as shown in Figure 4. As $z_a$ is increased, the agreement appears to improve. It is not clear why the numerical results disagree with SPT here; nevertheless, the biasing obtained using SPT is sufficiently close to the correct biasing that the IS simulations accurately capture the pdf.

Figures 5 shows results similar to those of Figure 2, but for importance-sampled Monte Carlo simulations targeting frequency and timing fluctuations. The distributions of frequency and timing jitter agree well over a larger range of probability values with Gaussian curves whose variances are calculated from the theoretical results,
Comparison of the pdf of phase jitter with the Gaussian obtained from the linearized equations from SPT and with Monte Carlo simulations of the full PDE and of the nonlinear SPT equations. In this case, the last two results disagree significantly.

Figure 6 shows the pdf of phase jitter obtained using $5 \times 10^5$ IS trials along with $10^6$ Monte Carlo runs to demonstrate the accuracy of the biased runs. We have unwrapped the phase to better illustrate deviations in the pdf tails. As expected, the pdf disagrees with the Gaussian obtained by linearizing the soliton perturbation equations. Somewhat surprising, however, is the fact that it also disagrees with $10^8$ Monte Carlo simulations of the full nonlinear SPT equations. This suggests that dispersive radiation plays an important role in the case of phase jitter, rendering the (first-order) SPT equations ineffective in reproducing the correct jitter statistics. These equations are nevertheless still sufficiently accurate to provide effective biasing for the IS runs.

6. Conclusion. In summary, we have presented the application of importance sampling to numerical simulations of large noise-induced perturbations of nonlinear Schrödinger solitons, and we have demonstrated the method by calculating the pdfs of amplitude, frequency, timing, and phase jitter in a soliton-based transmission system. These results show that IS can be an effective tool for assessing the impact of noise in such systems.
Appendix A. NLS nondimensionalization and units. Here we describe the nondimensionalization procedure and the choice of units. The NLS equation is written in dimensional units as
\begin{equation}
\frac{i}{2} \frac{\partial E}{\partial Z} + \frac{|\beta''|}{2} \frac{\partial^2 E}{\partial T^2} + \gamma |E|^2 E = i \sum_{n=1}^{N_a} \delta(Z - n Z_a) F_n(T),
\end{equation}
where $|E|^2$ is optical power in watts, $Z$ and $T$ are dimensional distance in km and retarded time in ps, $Z_a$ is the amplifier spacing, and $\beta''$ is the group velocity dispersion parameter in ps$^2$/km. The nonlinear coefficient is $\gamma = \omega_0 n_2 / c A_{\text{eff}}$, where $\omega_0$ is the carrier frequency, $n_2$ is the Kerr nonlinear-index coefficient, $c$ is the vacuum speed of light, and $A_{\text{eff}}$ is the effective area of the fiber core. The periodic cycle of loss and gain introduced by the chain of amplifiers has already been averaged out of (A.1); for details, see [30].

The delta-correlated white noise added at each amplifier then has noise strength
\begin{equation}
\langle F_m(T) F_n^\dagger(T') \rangle = \frac{\hbar \omega_0 \eta_{\text{sp}} (G - 1)^2}{G \ln G} \delta_{mn} b(T - T'),
\end{equation}
where $G$ is the power gain at each amplifier and $\eta_{\text{sp}}$ is the spontaneous emission factor.

In the simulations we used a pulse full width at half maximum (FWHM) of 17.6 ps (i.e., a sech width of 10,000 km). The nonlinear coefficient of the fiber was taken to be 2.0 km$^{-1}$, a spontaneous emission factor of 1.4, a fiber dispersion $\beta'' = -0.2$ ps$^2$/km, and a total transmission distance of 10,000 km. The nonlinear coefficient of the fiber was taken to be 2.0 km$^{-1}$ W$^{-1}$. The dimensionless parameters corresponding to these values are given in section 5.

Appendix B. Soliton extraction via Zakharov–Shabat eigenvalue problem. As discussed in the main text, the first step in implementing importance sampling is to find the soliton part of the solution at each amplifier. One way to do this is to solve the Zakharov–Shabat (Z-S) eigenvalue problem [31, 32]. Given a solution $u$ of the NLS equation at a particular value of $z$, one can discretize the Z-S eigenvalue problem and solve it numerically [29, 33]. In the case of noisy solutions, which may not be smooth, it may be more robust to use a completely integrable discrete version, such as the Ablowitz–Ladik eigenvalue problem [29].

Unfortunately, an eigenvalue of the Z-S problem (or its discrete equivalent, the Ablowitz–Ladik problem) gives only two of the soliton parameters, the amplitude and the frequency, and there is apparently no way to determine the exact values of the soliton’s position and phase. One can, however, obtain values that are relatively unaffected by noise, even when this perturbation is large.

To do this, one makes use of the trace formula for the NLS equation [34],
\begin{equation}
u = 2i \sum_{k=1}^{N} \frac{b_k}{a_k} \psi_1^2 - 2i \sum_{k=1}^{N} \frac{b_k^*}{a_k^*} \psi_2^2 - \frac{1}{\pi} \int_{-\infty}^{\infty} \left\{ \frac{b}{a} (\xi) \psi_1^2(t, \xi) + \frac{b^*}{a^*} (\xi) \psi_2^2(t, \xi) \right\} d\xi.
\end{equation}
Essentially, this shows that one can break the solution up into two contributions, one from the eigenfunctions of the Z-S scattering problem and the other from the continuous spectrum. Here, $\psi_1(x, \zeta)$ and $\psi_2(t, \zeta)$ are the components of one set of Jost functions, i.e., solutions of the Z-S scattering problem satisfying special boundary conditions, namely,

$$
\begin{pmatrix}
    \psi_1 \\
    \psi_2
\end{pmatrix}
\sim
\begin{pmatrix}
    0 \\
    1
\end{pmatrix}e^{i\zeta t} \quad \text{as} \quad t \to +\infty \quad \text{or} \quad
\begin{pmatrix}
    \phi_1 \\
    \phi_2
\end{pmatrix}
\sim
\begin{pmatrix}
    1 \\
    0
\end{pmatrix}e^{-i\zeta t} \quad \text{as} \quad t \to -\infty.
$$

The coefficients $b_k$, $a'_k$, $b(\xi)$, and $a(\xi)$ are determined by the connection between these two sets of functions,

$$
\begin{pmatrix}
    \phi_1(t, \zeta) \\
    \phi_2(t, \zeta)
\end{pmatrix}
= a(\zeta)
\begin{pmatrix}
    \psi_2(t, \zeta^*) \\
    -\psi_1(t, \zeta^*)
\end{pmatrix}
+ b(\zeta)
\begin{pmatrix}
    \psi_1(t, \zeta) \\
    \psi_2(t, \zeta)
\end{pmatrix}.
$$

At an eigenvalue $\zeta_k$ of the Z-S scattering problem (with $\text{Im} \zeta_k > 0$), one has $a(\zeta_k) = 0$. At such an eigenvalue, $a'_k = a'(\zeta_k)$ and $b_k = b(\zeta_k)$.

In order to extract the position and phase from a noisy soliton in a robust way, the idea is to discard the contribution from the continuous spectrum and use only the discrete part of the trace formula. Because of the exponential decay of the eigenfunctions, this “reconstructed” or “nonlinearly filtered” solution will be smooth, and thus definitions of position and phase using moments will not have any difficulties caused by long noisy tails present in the solution. Of course, one must recognize that the trace formula does not precisely partition the solution into “soliton” and “dispersive radiation” components, as the discrete part of the trace formula does not produce solutions which are exactly hyperbolic-secant shaped. Nevertheless, the solutions appear very much like solitons, as shown in Figure 7.

As written, the trace formula is a little difficult to use, as one still needs the coefficients $b_k$ and $a'_k$. Fortunately, the ratio of these coefficients can be computed more conveniently. From the orthogonality relation [32, equation A6.6e], one has

$$
\int_{-\infty}^{\infty} (\psi_{2k}\phi_{1k} + \psi_{1k}\phi_{2k}) \, dt = ia'_k \quad \Rightarrow \quad 2b_k \int_{-\infty}^{\infty} \psi_{1k}\psi_{2k} \, dt = ia'_k.
$$
since $\phi_{1k} = b_k \psi_{1k}$ and $\phi_{2k} = b_k \psi_{2k}$. Thus, the discrete part of the trace formula becomes

\[ u = - \sum_{k=1}^{N} \left( \frac{\psi_{1k}^2}{\int_{-\infty}^{\infty} \psi_{1k} \psi_{2k} \, dt} + \frac{\psi_{2k}^2}{\int_{-\infty}^{\infty} \psi_{1k}^* \psi_{2k} \, dt} \right). \]

Because the numerator and denominator in this expression are both quadratic in $\psi_k$, this means that one does not need to normalize the Jost eigenfunctions when computing their contribution to the solution.

**Appendix C. Soliton extraction via moments.** The method of obtaining the soliton parameters described above is very effective but computationally intensive, requiring the numerical determination of selected eigenvalues and eigenfunctions of a large matrix. The resolution afforded by this method is critical for the final calculation of the soliton parameters in order to determine correct statistics; the formulation of the biasing vectors, however, does not require the same degree of precision. In particular, if the applied biasing vector differs from the optimal biasing vector by a small random amount (caused, for example, by sensitivity of the parameter measurement technique to the presence of radiation), this can be expected to produce only a small reduction in the efficiency of generating an accurate and unbiased estimate through IS. As long as the biased Monte Carlo simulations sample a large enough region around the deterministic biasing direction, the method will remain efficient. Another way to interpret this is that the Monte Carlo sampling corrects for slight inaccuracies in the determination of the optimal biasing direction.

We have therefore used the following filtered moments to generate approximate values for the soliton parameters at each amplifier. We first obtain an estimate for the soliton frequency

\[ \Omega_{\text{est}} = \frac{\int \omega |\tilde{u}|^2 \, d\omega}{\int |\tilde{u}|^2 \, d\omega}, \]

where $\tilde{u}$ is the Fourier transform of $u$. We then use this to band-pass filter the soliton to reduce the noise,

\[ \tilde{u}_{\text{filt}} = \tilde{u} e^{-(\omega-\Omega_{\text{est}})^2/2\sigma_{\text{filt}}^2}. \]

This filtered image of the noisy soliton is used to obtain the final parameter estimates,

\[ A = \frac{1}{2} \int |u_{\text{filt}}|^2 \, dt, \quad \Omega = \frac{\int \omega |\tilde{u}_{\text{filt}}|^2 \, d\omega}{\int |\tilde{u}_{\text{filt}}|^2 \, d\omega}, \]

\[ T = \frac{\int t |u_{\text{filt}}|^2 \, dt}{\int |u_{\text{filt}}|^2 \, dt}, \quad \Phi = \frac{\int \arctan(|\text{Im} \, u_{\text{filt}}/Re \, u_{\text{filt}})|u_{\text{filt}}|^2 \, dt}{\int |u_{\text{filt}}|^2 \, dt}. \]

**Appendix D. Pdf for the midpoint model.** The model of the soliton amplitude’s random walk obtained by applying first-order SPT and a particular midpoint approximation to (2.1) was given in section 5 as

\[ A_{n+1} = A_n + \frac{1}{2} \left( \sqrt{A_{n+1}} + \sqrt{A_n} \right) s_{n+1}, \]

where the $s_n$ are i.i.d. normal RVs with mean zero and variance $\sigma^2$. To obtain the pdf for this process, it is convenient to introduce $a_n = \sqrt{A_n}$ and to collect terms, noting
that one can then complete the square by adding $s_n^2/16$ to both sides of the resulting equation:

$$\left(a_{n+1} - \frac{1}{4}s_{n+1}\right)^2 = \left(a_n + \frac{1}{4}s_{n+1}\right)^2.$$  

Taking the positive branch of this square root then gives the much simpler process

\[ a_{n+1} = a_n + s_{n+1}/2, \]

which is seen immediately to result in a Gaussian distribution for $a_n$ with mean $a_0$ and variance $\sigma_n^2 = n\sigma^2/4$. Finally, a simple transformation yields the pdf for $A_n$:

$$p(A_n) = \frac{1}{2} \frac{1}{\sqrt{2\pi A_n\sigma_n^2}} \exp \left(-\frac{(\sqrt{A_n} - \sqrt{A_0})^2}{2\sigma_n^2}\right).$$
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