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Resonant Y-shaped soliton solutions to the
Kadomtsev–Petviashvili II (KPII) equation are
modelled as shock solutions to an infinite family
of modulation conservation laws. The fully two-
dimensional soliton modulation equations, valid
in the zero dispersion limit of the KPII equation,
are demonstrated to reduce to a one-dimensional
system. In this same limit, the rapid transition from
the larger Y soliton stem to the two smaller legs limits
to a travelling discontinuity. This discontinuity is
a multivalued, weak solution satisfying modified
Rankine–Hugoniot jump conditions for the one-
dimensional modulation equations. These results
are applied to analytically describe the dynamics
of the Mach reflection problem, V-shaped initial
conditions that correspond to a soliton incident upon
an inward oblique corner. Modulation theory results
show excellent agreement with direct KPII numerical
simulation.

1. Introduction
Mach reflection occurs when a sufficiently large
amplitude line soliton or classical shock interacts with
a barrier at a sufficiently small angle. A Y-shaped triad
is formed consisting of two smaller amplitude solitons
or shocks and a larger ‘Mach’ stem perpendicular to the
barrier (figure 1). This phenomenon was first reported
experimentally in the context of shallow water solitons
impinging on a corner in J. Scott Russell’s seminal 1845
paper [1], while later in 1875 Ernst Mach observed
his eponymous phenomenon arising through interacting
shocks in gas dynamics [2,3]. In this paper, we present

2022 The Author(s) Published by the Royal Society. All rights reserved.
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Figure 1. (a) Mach reflection of a soliton or shock impinging on a compressive corner with sufficiently small angleϕ. (b) Mach
reflection also occurs for solitons with an initial inward V-shape, which under the KP equation (1.1) is identical to the left figure
for the purposes of analysis. (Online version in colour.)
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Figure 2. (a) A line soliton exact solution (1.2) to the KP equation (1.1), where a represents themax amplitude, q= tanϕ, and
the width is proportional to ε. (b) A resonant Y soliton solution to the KP equation (1.1) with physical variables (ai , qi) of the ith
soliton labelled. The physical variables are determined by three phase variables according to the conditions (2.4). This Y soliton
corresponds to the local behaviour of the bottom half of figure 1b. (Online version in colour.)

a method for modelling Y-shaped and X-shaped solitons as shock solutions to soliton modulation
equations.

Line solitons are special travelling wave solutions of the Kadomstev–Petviashvili (KP)
equation

(ut + uux + ε2uxxx)x + uyy = 0, (1.1)

where ε > 0 is a parameter representing the strength of dispersion. This version (1.1) with +uyy

is also known as KPII [4], a completely integrable equation [5] that arises in surface water waves
[6,7], internal water waves [8,9] and ion-acoustic waves in plasma [10]. It admits a two-parameter
family of stable line soliton solutions,

u(x, y, t) = a sech2

(√
a

12
x + qy − ct

ε

)
, c = a

3
+ q2, (1.2)

where a is the soliton peak amplitude, q = tanϕ, ϕ being the counterclockwise angle between the
soliton and the y-axis (figure 2a), and ε is proportional to the soliton’s width in the direction of
propagation. The KP equation (1.1) is a two-dimensional generalization of the Korteweg–deVries
(KdV) equation and therefore a natural framework for the study of line solitons; when q = 0 in
(1.2), the well-known KdV soliton is recovered.

The KP equation (1.1) also admits a three-parameter family of Y soliton solutions that consist
of a resonant triad of line solitons stably joined together (figure 2b) and represent the long-
time asymptotic state for line solitons after Mach reflection. Objects of much study, Y-shaped
configurations have been observed in numerics [11–18], physical experiments [1,12,15,19–23]
and field observations [6,24]. KP Y solitons were first described mathematically by John Miles
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[25,26], whose results were generalized by the discovery of more complex KP exact solutions that
contain Y-shaped substructures [13,27–31]. Numerical studies have also identified approximately
resonant Y-shapes arising in other similar equations [32–35].

In this paper, we study the Y soliton in the zero-dispersion (i.e. ε→ 0) limit of the KP equation
(1.1). In this limit, which is equivalent to the limit of long time t and large spatial (x, y) scales
for some kinds of data, line solitons (1.2) vanish in width to become localized to a line in
the x-y plane. When a line soliton is modulated, its parameters (a, q) in the zero-dispersion
limit evolve according to Whitham modulation equations [36–40]. Recent advances in Whitham
modulation theory for the KP equation (1.1) [41–43] have proven to be effective for studying the
asymptotic evolution of line solitons interacting due to various initial conditions [44–46], some of
the first applications of Whitham theory to a governing equation in two spatial and one temporal
dimension.

In this work, we obtain two main results by examining the zero-dispersion limit of line solitons
and Y solitons. The first result is that, in this limit, all continuous line soliton modulations become
essentially one-dimensional in the x-y plane. We demonstrate that a and q are constrained so that
if one knows the parameters’ evolution in one spatial dimension, their evolution in the other
dimension can be determined. This result will allow us to reduce the (2 + 1)-dimensional soliton
modulation equations to a (1 + 1)-dimensional system.

The second and primary result of this paper is that the KP Y soliton can be interpreted as a
shock solution to the soliton modulation equations. In the zero-dispersion limit, the three-way
intersection of line solitons in the centre of the Y soliton reduces to a single point of discontinuity
in the modulation parameters. The velocity of this vertex and relationships between the three
solitons’ parameters can then be determined using a generalization of Rankine–Hugoniot jump
conditions for a family of conservation laws of the modulation equations. In order to account for
the multivalued nature of the Y soliton while using (1 + 1)-dimensional modulation conservation
laws, we introduce modified Rankine–Hugoniot jump conditions, where the densities and fluxes of
the two smaller legs of the Y soliton are summed. Notably, we show that the family of modulation
conservation laws for which the Y soliton vertex satisfies these modified Rankine–Hugoniot jump
conditions is infinite, contrary to the typical setting of hyperbolic conservation laws.

Our results imply that the Y soliton can be understood as a modified Whitham shock [47], a
recent discovery defined as a discontinuity in the modulation equations that satisfies Rankine–
Hugoniot jump conditions and corresponds to a travelling wave solution to the full equation.
Whereas in classical shock theory, a shock is obtained by taking a zero viscosity limit of a
travelling wave solution to a dissipative equation, a Whitham shock is obtained by taking the
zero-dispersion limit of a travelling wave in a dispersive equation.

The modulation theory approach features a number of additional novel elements. A physically
inspired way to study resonant soliton interactions is by formulating non-soliton initial value
problems. The descriptions of the full dynamics of such problems have been limited to numerical
simulations, because analytical methods have focused on exact multi-soliton solutions to the KP
equation (1.1) [14,17,22,23,30,48,49]. The modulation approach has the advantage of being able
to describe the dynamical evolution of non-soliton initial conditions, not only the long time,
locally steady state. In this paper, we demonstrate this advantage by analytically solving for the
evolution of V-shaped initial conditions, i.e. the Mach reflection problem [14,17,22,23,34,49]. In
addition, to the best of our knowledge, this work is the first fully two-dimensional application
of Whitham modulation theory, which typically has been restricted to one-dimensional equations
or reductions. Consequently, this method holds promise for studying soliton resonance or near
resonance in equations where multi-soliton solutions are not known.

The remainder of the paper is organized as follows. In §2, we summarize the exact solution
forms of the KP line soliton and Y soliton solutions, and we review their zero-dispersion limits.
Next, in §3, the derivation of an infinite number of soliton modulation equations in conservation
form is presented. In §4, we show how the Y soliton satisfies (modified) jump conditions for the
infinite modulation conservation laws. These results are applied to the classical Mach reflection
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problem in §5, followed by a discussion in §6. Appendix A contains a proof relevant to our results.
In §5, our analysis is quantitatively supported by a pseudospectral numerical solver based on [16],
the details of which are given in [45].

2. Exact soliton solutions to the KP equation

(a) Exact soliton solutions
A large class of multi-soliton solutions of the KP equation (1.1) can be expressed as [49,50]

u(x, y, t) = 12
∂2

∂x2 [log τ (x, y, t)], (2.1a)

where the tau function τ (x, y, t), is given by the Wronskian of exponentials

τ (x, y, t) = Wr( f1, . . . , fN) and fn(x, y, t) =
M∑

m=1

An,meθm(x,y,t), (2.1b)

and the phases θ1, . . . , θM are

θm(x, y, t) = 1√
12ε

(
kmx + k2

m
2

y − k3
m
3

t + θm,0

)
. (2.1c)

The solution (2.1) is uniquely determined by the phase parameters k1, . . . , kM and the coefficient
matrix A = (An,m), plus the translation constants θ1,0, . . . , θM,0. Without loss of generality, one can
take the phase parameters to be strictly ordered so that k1 < · · ·< kM.

Generically, the above representation produces a solution with exactly N asymptotic line
solitons as y → ∞ and M − N asymptotic line solitons as y → −∞ [50]. The amplitude and slope
of each asymptotic line soliton are completely determined by the phase parameters k1, . . . , kM. In
the simplest nontrivial case, obtained when N = 1 and M = 2, one recovers the soliton solution
(1.2), shown in figure 2a. It is convenient to label the two phase parameters as k−, k+, k− < k+ in
this case. The amplitude and slope parameters a and q are given by

a = 1
4

(k+ − k−)2 and q = 1
2

(k+ + k−). (2.2)

The inverse map to (2.2) is

k− = q − √
a and k+ = q + √

a. (2.3)

The next simplest case is obtained when N = 1 and M = 3 and represents the resonant soliton
solution [51], shown in figure 2b. As y → −∞ there are two solitons with phase parameters
(k1, k2) and (k2, k3), respectively. Conversely, as y → ∞ one observes only one soliton specified
by the phase parameters (k1, k3). Consequently, the Y soliton is determined (up to translation
constants) by three phase parameters k1, k2, and k3. For leg j of the Y soliton, j ∈ {1, 2, 3}, counting
clockwise from the bottom left (figure 2b), the physical variables (ai, qi) are determined by the
phase parameters as

q1 = 1
2

(k2 + k1), q2 = 1
2

(k3 + k1), q3 = 1
2

(k3 + k2)

a1 = 1
4

(k2 − k1)2, a2 = 1
4

(k3 − k1)2, a3 = 1
4

(k3 − k2)2.

⎫⎪⎪⎬
⎪⎪⎭ (2.4)

Due to the ordering k1 < k2 < k3, one can see that the top leg (leg 2, also known as the Mach stem)
is also the largest amplitude soliton. The velocity (sx, sy) of the Y soliton vertex is obtained by
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assuming a travelling wave solution satisfying θ1 = θ2 = θ3 (2.1c), which yields

(sx, sy) =
(

−1
3

(k1k2 + k1k3 + k2k3),
2
3

(k1 + k2 + k3)
)

. (2.5)

Note that by applying the symmetry transformation y → −y, one can apply the same analysis to
a Y soliton with two legs as y → ∞ and one leg as y → −∞. In this case, after taking sy → −sy

and reordering the new phase variables k4−j → −kj, the expressions for the velocities (2.5) remain
unchanged. Although the Y soliton is a special exact solution to the KP equation (1.1), Y-shaped
interactions are ubiquitous as building blocks for higher-order solutions to the KP equation [49].

Since the KP equation remains unchanged under the pseudorotation transformation of the
form [41,52],

q′ = Q + q, x′ = x + Qy − Q2t and y′ = y − 2Qt, Q ∈R, (2.6)

one can determine sx in terms of the remaining Y soliton parameters. For a general Y soliton with
parameters (2.4), we consider the rotated image of the Y soliton with parameters denoted by ′
and a vertical stem q′

2 = 0. The vertical velocity of the Y soliton image from (2.5) is s′
y = 2k′

2/3 and
its horizontal velocity must be the velocity of the stem s′

x = a2/3 (see (1.2)). If we now rotate the
image Y soliton to the initial Y soliton via a rotation of Q = q2, we can use the symmetries (2.6) to
obtain the horizontal velocity that is equivalent to (2.5),

sx = a2

3
+ q2

2 − q2sy. (2.7)

(b) Zero-dispersion limit of KP solitons
We will study the Y soliton in the zero dispersion (ε→ 0) limit. The equation for the potential φ
of a single line soliton (1.2) where u = εφx is

φ(x, y, t) =
√

12q +
√

12a tanh

(√
a

12
x + qy − ct

ε

)
, c = a

3
+ q2, (2.8)

where the first term is a constant of integration that is well-defined by using the tau function
form (2.1). The dispersion parameter ε represents the transition width of the tanh function, which
corresponds to the width of the soliton (1.2). The limit of the potential (2.8) as ε→ 0 becomes a
discontinuous step,

lim
ε→0

φ(x, y, t) =
√

12
[
(q − √

a) + 2
√

aH(x + qy − ct)
]

, (2.9)

where H is the Heaviside (step) function. Thus, the corresponding soliton solution to the KP
equation in the zero-dispersion limit, which is the scaled x-derivative of (2.9), is a zero-width
impulse with parameters a and q, where a is the impulse strength and q is a measure of the slope
of the line in the x-y plane. In other words, the soliton is localized along the line x + qy = ct. This
interpretation of a line soliton is similar to what has been called a soliton graph [49], with the
zero-dispersion limit corresponding to the so-called ‘tropical’ limit.

Consequently, in the zero-dispersion limit, the three line solitons which compose a Y soliton
are localized to three semi-infinite lines with a single point of intersection. This intersection point
is a travelling discontinuity between all three zero-width, constant line soliton impulses. It is the
behaviour of this point that we will interpret with Whitham modulation theory.

3. Soliton modulation theory

(a) Derivation of one-dimensional soliton modulation equations
In this section, we will derive one-dimensional modulation conservation laws for the parameters
(a, q) of the line soliton solution (1.2). These equations describe the parameters’ evolution in the
zero-dispersion limit where the line soliton reduces to the scaled derivative of (2.9), an impulse
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along a curve in the x-y plane. Fully two-dimensional soliton modulation equations have been
derived in prior work as [43,44][

a
q

]
t

+
[

1
3 a − q2 − 4

3 aq
− 1

3 q 1
3 a − q2

][
a
q

]
x

+
[

2q 4
3 a

1
3 2q

][
a
q

]
y

= 0. (3.1)

We will use the following theorem, proved in appendix A, to justify considering a one-
dimensional reduction of (3.1).

Theorem 3.1. If (ax, qx) and (ay, qy) are well-defined and piecewise continuous, the modulation
equations (3.1) for the parameters (a, q) of a KP line soliton (1.2) can always be reduced to an equivalent
(1 + 1)-dimensional system of equations.

Theorem 3.1 can be intuitively understood by the fact that since a line soliton is localized
to a curve in the zero-dispersion limit, modulations in one spatial dimension can be locally
mapped to modulations in the other spatial dimension using the line equation x + qy = ct.
Consequently, in most of this paper, without loss of generality, we assume x-independence of
the modulation parameters. In §4d, we will show how to map these results to y-independent
parameters. As an aside, a natural approach for line soliton modulations would be to use an arc
length parametrization, similar to equations obtained for modulations of line dark solitons of the
nonlinear Schrödinger equation [53].

In light of the above discussion, using the dispersion parameter ε, we assume the x-
independent asymptotic expansion

u(x, y, t; ε) = u0(θ , y, t) + εu1(θ , y, t) + · · · , (3.2)

with the leading order modulated soliton ansatz

u0(θ , y, t; ε) = a(y, t) sech2

(√
a(y, t)

12
θ

ε

)

and θx = 1, θy = q(y, t), θt = −
(

a(y, t)
3

+ q2(y, t)
)

,

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

(3.3)

and where every ui and their derivatives in (3.2) vanish as θ → ±∞. Due to division by ε in
(3.3), θ/ε is a fast variable compared to y and t. We require the compatibility conditions θxy = θyx,
θxt = θtx, and θyt = θty. The first two compatibility conditions are satisfied by the assumption that
a and q are x-independent, i.e. ax ≡ qx ≡ 0. The third condition θyt = θty yields the equation

θyt − θty = qt +
( a

3
+ q2

)
y
= 0, (3.4)

which immediately gives a modulation equation for q in conservation form. This equation (3.4) is
known as conservation of waves.

We will now average the conservation laws of the KP equation over the fast variable θ/ε to
obtain a number of additional modulation conservation laws for the soliton amplitude [36,37,54].
Consider a general conservation law

∂

∂t
F + ∂

∂x
G + ∂

∂y
H = 0, (3.5)

where F, G, H depend on the derivatives of the potential φ such that u = εφx. Based on the
modulated soliton form (3.3), we can expand the derivatives as

∂

∂t
�→ − c

ε

∂

∂θ
+ ∂

∂t
,

∂

∂x
�→ 1

ε

∂

∂θ
and

∂

∂y
�→ q

ε

∂

∂θ
+ ∂

∂y
. (3.6)

After inserting the derivatives (3.6) and the expansion (3.2) into (3.5), we then apply the integral
operator F̄ = ∫∞

−∞ F(u) dθ to each element in the equation. All total derivatives with respect to
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θ disappear, since we assumed that every ui and their derivatives vanish as θ → ±∞. We are
therefore left with ∫∞

−∞

(
∂F
∂t

+ ∂G
∂x

+ ∂H
∂y

)
dθ = ∂F

∂t
+ ∂H
∂y

+ O(ε). (3.7)

As a consequence of integrability, the KP equation (1.1) admits an infinite number of conservation
laws of the form (3.5). We list three of them here [55,56], given in terms of the potential φ where
u = εφx

(φ2
x )t +

(
2ε2(φxφxxx − φ2

xx) + 2ε
3
φ3

x − φ2
y

)
x

+ (2φxφy)y = 0, (3.8a)

(φxφy)t + (2ε2(φyφxxx − φxxφxy) + εφyφ
2
x + φtφy)x

+
(
ε2φ2

xx + φ2
y − ε

3
φ3

x − φtφx

)
y
= 0 (3.8b)

and

(
εφ3

x
3

− ε2φ2
xx + φ2

y

)
t

+ (2ε2(φxtφxx − φtφxxx) − εφtφ
2
x − φ2

t )x − (2φtφy)y = 0. (3.8c)

These equations correspond to conservation of momentum in x (3.8a), momentum in y (3.8b), and
energy (3.8c) in shallow water applications. After transforming the derivatives according to (3.6),
inserting the expansion (3.2), and applying the integral operator, the zero-dispersion limit of (3.8)
becomes

(u2
0)t + (2qu2

0)y = 0, (3.9a)

(qu2
0)t +

⎛
⎝u2

0θ − u3
0

3
+ (q2 + c)u2

0

⎞
⎠

y

= 0 (3.9b)

and

⎛
⎝−u2

0θ + u3
0

3
+ q2u2

0

⎞
⎠

t

+
(

2qcu2
0

)
y
= 0. (3.9c)

Upon substituting (3.3), the integrals in (3.9) can be calculated explicitly to yield the modulation
conservation laws

(a3/2)t + (2qa3/2)y = 0, (3.10a)

(qa3/2)t +
(

2
15

a5/2 + 2q2a3/2
)

y
= 0 (3.10b)

and

(
a5/2

5
+ q2a3/2

)
t

+
(

2
3

qa5/2 + 2q3a3/2
)

y
= 0. (3.10c)

The expression (3.10a) corresponds to conservation of wave action for soliton modulations.
Expanding the derivatives in each of (3.10) yields equivalent modulation equations for a
and q. Together with (3.4), the x-independent modulation equations for a and q can then be written
in matrix form as the x-independent reduction of (3.1),

[
a
q

]
t

+
[

2q 4
3 a

1
3 2q

][
a
q

]
y

= 0. (3.11)

Importantly, all three modulation conservation laws (3.10) are consistent with the system
(3.11). This system (3.11) has previously been derived using multiple scales [45,57] and averaged
Lagrangian methods [43]. The KP equation has an additional conservation law, conservation
of mass. For the well-posedness of initial value problems involving line solitons [58], the
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conservation law (and the KPII equation (1.1) itself) must be written as

(ux)t + (uux + uxxx)x + (uy)y = 0,

whose direct averaging yields the trivial zero result. Note also that the modulation system (3.11)
and therefore all modulation conservation laws [59] possess the scaling symmetry

(y, t, a, q) −→ (λ2y′, λ3t′, λ2a′, λq′). (3.12)

The infinite number of KP conservation laws suggests that, in principle, one could continue
this averaging process to find an infinite number of modulation conservation laws. In the
next section, we will use a more direct approach to obtain an infinite number of modulation
conservation laws.

(b) Derivation of generalized conservation laws
In this section, we generate an infinite family of conservation laws consistent with the modulation
system (3.11), following an approach developed by Whitham [36]. A general soliton modulation
conservation law in y, like those given in (3.10), has the form

∂f
∂t

+ ∂h
∂y

= 0, (3.13)

where f = f (a, q) and h = h(a, q). Applying the chain rule and inserting the evolution equations
(3.11) yields (

−2qfa − 1
3

fq + ha

)
ay +

(
−4

3
afa − 2qfq + hq

)
qy = 0. (3.14)

Since (3.14) must be true for all values of qy and ay, the terms in the parentheses must both equal
zero, leading to two compatibility equations for f and h. Let us consider a general density of the
form

f (a, q) =
n∑

i=1

cia
i+(1/2)q2(n−i), c1 = 1. (3.15)

This density ansatz is motivated by analogy with (3.10a) (which corresponds to (3.15) with n = 1)
and (3.10c) (which corresponds to (3.15) with n = 2). In addition, the ansatz (3.15) satisfies the
scaling symmetries (3.12) of the modulation system (3.11). Taking the partial derivatives of (3.15)
and inserting into the compatibility conditions from (3.14) yields

ha =
n∑

i=1

[
(2i + 1)q + 2

3
(n − i)

]
cia

i+(1/2)q2(n−i+(1/2)) (3.16a)

and

hq =
n∑

i=1

[
2
3

(2i + 1) + 4(n − i)
]

cia
i+(1/2)q2(n−i). (3.16b)

Requiring equality of coefficients for haq = hqa gives a recursion relation for ci in terms of ci−1,
which can be solved explicitly as

ci = 3i
(n − i)(2n)(2n − 1)

(
2n

2i + 1

)
, i = 1, . . . , n − 1 and cn = 3

(2n + 1)(2n − 1)
. (3.17)

By integrating hq (3.16b) with respect to q we obtain the flux as

h(a, q) =
n∑

i=1

dia
i+(1/2)q2(n−i)+1, (3.18)

where the coefficients di are defined as

di =
(

2 − 4(i − 1)
3(2i − 2n − 1)

)
ci, i = 1, . . . , n. (3.19)
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Up to an arbitrary additive constant, the same result (3.18) is also obtained by integrating (3.16a)
with respect to a. Since the constant is arbitrary, we set it to zero. For n = 1, 2, . . ., equations (3.13),
(3.15), (3.17), (3.18) and (3.19) together form an infinite family of modulation conservation laws
that are consistent with the modulation system (3.11). This family includes (3.10a) and (3.10c) as
the n = 1 and n = 2 cases, respectively. The n = 3 case is(

3
35

a7/2 + 6
5

q2a5/2 + q4a3/2
)

t
+
(

2
5

qa7/2 + 44
15

q3a5/2 + 2q5a3/2
)

y
= 0. (3.20)

We can use a different density ansatz to obtain a second infinite family of modulation
conservation laws. This family includes (3.10b) as the n = 1 case. The process is the same as above,
so we simply state the results. The density f̃ (a, q) takes the form

f̃ (a, q) =
n∑

i=1

c̃ia
i+(1/2)q2(n−i)+1, c̃1 = 1 (3.21a)

and

c̃i = (2i − 2n − 3)(i − n − 1)
(i − 1)(2i + 1)

c̃i−1, i = 2, . . . , n. (3.21b)

The corresponding flux h̃(a, q) is found to be

h̃(a, q) =
n+1∑
i=1

d̃ia
i+(1/2)q2(n−i)+2, d̃1 = 2, d̃n+1 = 2

9 + 6n
c̃n (3.22a)

and

d̃i = 2c̃i + 2n − 2i + 1
3(i + 3/2)

c̃i−1, i = 2, . . . , n. (3.22b)

4. Shock solutions of the soliton modulation equations
In this section, we show that the Y soliton can be understood as a discontinuous, weak solution
to all the modulation conservation laws given in §3. In particular, the velocity of the vertex sy of
the Y soliton and each legs’ parameters satisfy Rankine–Hugoniot conditions for the conservation
of waves equation (3.4) and modified Rankine–Hugoniot jump conditions for all other modulation
conservation laws. We also summarize some properties of the Y soliton shock.

(a) Shock solution to general KP conservation laws
We can use jump conditions arising from any averaged KP conservation law to determine the
correct velocity of the Y soliton. However, it is evident from figure 2b that the modulation
equations for a(y, t) and q(y, t) are multivalued in y; for example, for y< z(t), ż = sy, a(y, t) takes
on two different constant values: a(y, t) = a1 and a(y, t) = a3. Consequently, the calculation of the
jump condition must be modified from traditional Rankine–Hugoniot jump conditions, which are
defined using the difference operator �u� = u+ − u− between two states u±. Instead, we define a
modified difference operator:

Definition 4.1. Consider a multivalued function u(y) with a discontinuity at y = z(t) and

lim
y→z(t)+

u = {u(1)
+ , . . . , u(n)

+ } and lim
y→z(t)−

u = {u(1)
− , . . . , u(m)

− }, ż(t) = sy(t).

The multivalued difference operator � �n,m is defined as

�u�n,m =
n∑

j=1

u(j)
+ −

m∑
j=1

u(j)
− .

Using the multivalued difference operator, we can define modified Rankine–Hugoniot
conditions
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Definition 4.2. For a conservation law (f (u))t + (h(u))y = 0, where u(y, t) is multivalued and
discontinuous as in definition 4.1, the discontinuity with velocity sy is calculated using modified
Rankine–Hugoniot conditions as

sy� f (u)�n,m = �h(u)�n,m.

Since both a(y, t) and q(y, t) are multivalued for either y< z(t) or y> z(t) for the Y soliton, we
will apply modified Rankine–Hugoniot jump conditions to the modulation conservation laws
derived above. The summation of multivalued densities and fluxes in definition 4.2 will be
justified below. First, we demonstrate how to perform this calculation using the wave action
conservation law (3.10a), for which modified Rankine–Hugoniot jump conditions take the form

sy = �2qa3/2�n,m

�a3/2�n,m
. (4.1)

The multivalued difference operator � �n,m is applied by adding the appropriate quantities that
share the same half plane in y, in this case legs 1 and 3 (see figure 2b), so that n = 1, m = 2 and

sy =
(

2q2a3/2
2

)
−
(

2q1a3/2
1 + 2q3a3/2

3

)
(

a3/2
2

)
−
(

a3/2
1 + a3/2

3

) = 2
3

(k1 + k2 + k3), (4.2)

where the simplification from physical to phase variables follows from (2.4) after some algebra.
The result (4.2) agrees with the known velocity sy of the Y soliton vertex in y (2.5). We remark
that modified jump conditions for the zero-dispersion limit of the Y soliton applied to any of the
modulation conservation equations (3.10) will also correctly determine sy.

One can justify the adding of the fluxes and densities in y as follows. Consider any
conservation law of the full KP equation of the form (3.5). A general travelling wave solution
u, where u(x, y, t) → 0, |x| → ∞, with velocity (sx, sy) has the form

u = u(ξ , η), ξ = x − sxt, η= y − syt. (4.3)

Inserting (4.3) into (3.5) yields

− sxFξ − syFη + Gξ + Hη = 0. (4.4)

We now fix η and integrate (4.4) with respect to ξ from −∞ to ∞. This definite integral can be
calculated for the first and third terms of (4.4) by evaluating F and G at ξ → ±∞, where they are
zero. Thus, we obtain (∫∞

−∞
−syF(ξ , η) + H(ξ , η) dξ

)
η

= 0.

This expression can be integrated with respect to η to yield

− syF(η) + H(η) = A, (4.5)

where A is a constant, and the average, denoted e.g. by F, is calculated by integrating over the
real line in the ξ -direction. Evaluating (4.5) at two different values η+ 	 1 and −η− 	 1 allows us
to eliminate the constant A, and we can solve for sy to obtain

sy = H(η+) − H(η−)

F(η+) − F(η−)
,

which has an identical form to, for example, (4.1). For the Y soliton given in §2, averaging the flux
and density over ξ from −∞ to ∞, at some −η− 	 1, is equivalent to adding together the fluxes
and densities of the two smaller legs (legs 1 and 3). Thus, F(η−) can be expressed as F1 + F3,
where Fi denotes the value of the averaged flux F at the ith leg. Similarly, H(η−) = H1 + H3. Our
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final expression for the velocity in y becomes

sy = H2 − (H1 + H3)

F2 − (F1 + F3)
,

which corresponds to the addition of fluxes and densities in the averaged conservation law in
(4.2). In the zero-dispersion limit, the Y soliton vertex region shrinks to a point, and we merely
require η+ > 0 and η− < 0. A similar construction holds if the multivalued pair of Y soliton legs
occurs for y> z(t) where now n = 2, m = 1 in (4.1).

(b) Shock solutions to families of conservation laws
In this section, we will prove that the Y soliton satisfies modified Rankine–Hugoniot conditions
(see definition 4.2) for the infinite family of conservation laws given above. Specifically, we will
prove the following:

Proposition 4.3. Consider a modulation conservation law (3.13) with density given by (3.15) and
(3.17) and flux given by (3.18) and (3.19), respectively. Then modified Rankine–Hugoniot jump conditions
for the conservation law applied to the Y soliton parameters (2.4) yield

�h(a, q)�1,2� f (a, q)�1,2
= 2

3
(k1 + k2 + k3) = sy. (4.6)

Proof. We proceed by rewriting the density for a single soliton (3.15) in terms of phase variables
s = q + √

a and r = q − √
a (2.3) as

f (s, r) =
n∑

i=1

ci

22n+1 (s − r)2i+1(s + r)2(n−i). (4.7)

The density polynomial (4.7) can be rewritten as

f (s, r) = (s2n+1 − r2n+1)
n∑

i=1

ci

22n+1 + (r2ns − rs2n)
n∑

i=1

ci

22n+1 (4i − 2n + 1).

These terms come from expanding the binomials in (4.7) and distributing for the product. Any
term that contains a power of less than 2n cancels. Similarly, the flux (3.18) can be rewritten as

h(s, r) =
n∑

i=1

di

22n+1 (s − r)2i+2(s + r)2(n−i)+1,

= (s2n+2 − r2n+2)
n∑

i=1

di

22n+2 + (r2ns − rs2n)
n∑

i=1

di

22n+2 (4i − 2n)

+ (r2n−1s2 − r2s2n−1)
n∑

i=1

di

22n+2 (2n2 − n − 8in + 8i2 − 1).

If we now insert the phase variables ki for each leg, evaluate �f �1,2, and multiply by the velocity
sy = 2

3 (k1 + k2 + k3), we find after some algebra that this product is equal to �h�1,2 if and only if
the following equalities hold

n∑
i=1

ci

3
(4i − 2n + 1) =

n∑
i=1

di

2
(2i − n) =

n∑
i=1

−di

4
(2n2 − n − 8in + 8i2 − 1). (4.8)

Thus, if we can prove (4.8), we have shown (4.6). Using (3.17) and (3.19), a calculation
demonstrates that (4.8) holds. �

Consequently, the parameters of the resonant Y soliton satisfy modified Rankine–Hugoniot
jump conditions for an infinite family of conservation laws in y. We omit the similar proof for the
second family of conservation laws given in (3.21) and (3.22).
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(c) Shock solution to conservation of waves
In this section, we use ordinary Rankine–Hugoniot jump conditions for the modulation equation
for q (3.4) that arises from conservation of waves. Instead of modified Rankine–Hugoniot jump
conditions, we choose any two legs of the Y soliton and insert them into the ordinary jump
conditions for (3.4). The justification for using modified Rankine–Hugoniot jump conditions
above depended on the fact that the modulation conservation laws were derived from KP
conservation laws. By contrast, the wave action conservation law (3.4) is a kinematic condition
arising from the definition of our modulation ansatz (3.3). A similar kinematic calculation to
determine the speed of multisoliton structures was used in [60].

Without loss of generality, we consider the jump between legs 1 and 2 (figure 2b). Then,
ordinary jump conditions (� � ≡ � �1,1) for (3.4) become (with simplification using (2.4))

sy�q� =
� a

3
+ q2

�
(4.9)

and

sy = (1/3)(k2 − k1)2 + (k2 + k1)2 − (1/3)(k3 − k1)2 − (k3 + k1)2

2((k2 + k1) − (k3 + k1))
= 2

3
(k1 + k2 + k3), (4.10)

which is the correct velocity sy (2.5). One can verify that the jump condition (4.9) yields the correct
velocities for the choice of any two legs from the three that make up the resonant Y soliton. This
is true even for the two legs in the multivalued region, i.e. inserting legs 1 and 3 into the jump
conditions in y (4.9).

We justify this result as follows. The velocity of the vertex of the Y soliton is calculated directly
by setting θ1 = θ2 = θ3, where θi is the non-modulated phase (1.2) of the ith soliton leg. Consider
θi = θj, which can be rewritten as

(qi − qj)y =
(

ai

3
+ q2

i − aj

3
+ q2

j

)
t,

up to an overall additive phase constant that we have set to zero. Since y/t = sy, the above equation
is precisely the jump condition (4.9). Thus, the requirement that θi = θj is equivalent to calculating
the shock velocity sy using ordinary jump conditions.

(d) Shocks in y-independent variables
In this section, we briefly show how the results from the above sections using x-independent
equations can be repeated for y-independent equations, correctly obtaining the velocity sx of
the Y soliton vertex in x. In order to transform x-independent modulation equations (3.11) to
y-independent modulation equations, one can use the identification

∂y → −q∂x and ∂t → ∂t + c∂x, (4.11)

where the first expression in (4.11) transforms the derivative with respect to y to a derivative with
respect to x (assuming q 
= 0). The second expression in (4.11) reflects that modulations in x must
occur at the velocity c of the soliton in x.

Assuming a modulation conservation law in y with the general form ft + hy = 0, one can use
the transformation (4.11) combined with conservation of waves qt + cy = 0 (c.f. (3.4)) to verify that
there is an equivalent modulation conservation law in x having the form

(
f
q

)
t
+
(

fc
q

− h
)

x
= 0. (4.12)

With (4.12), one can extend all of the above results in y to results in x.
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(e) Properties of the Y soliton shock solution
(i) Construction and uniqueness of Y soliton shocks

In this section, we will discuss how to construct the Y soliton using modulation conservation
laws and make some remarks regarding uniqueness. For three line solitons travelling together
there are eight free variables: six soliton parameters and the velocity (sx, sy). As the Y soliton is a
three-parameter family of solutions to the KP equation (1.1), at least five equations are required
to completely determine the Y soliton. The speed relation (2.7) and two jump conditions for
conservation of waves (3.4) yield three independent equations. We obtain additional equations
using the modified jump conditions in definition 4.2 applied to (3.10) and the infinite family of
conservation laws. The eight unknown parameters of the Y soliton solve this infinite system of
algebraic equations.

A discontinuous solution to the modulation conservation laws as described above is said to
be admissible if it corresponds to the zero-dispersion limit of a travelling wave solution to the KP
equation (1.1). The Y soliton is the only KP travelling wave solution consisting of three solitons
joined together, so any other discontinuous solution to the modulation conservation laws with
three solitons is therefore inadmissible. It remains an open question as to how many modulation
conservation laws are necessary to uniquely determine the Y soliton solution, i.e. what is the
minimal subset of the infinite set of algebraic equations that does not yield inadmissible solutions.

The Hilbert basis theorem implies that a finite subset of equations exists that gives necessary
and sufficient conditions to determine the unique solution to the entire infinite set of equations
(see e.g. [61]). The simplest, smallest candidate for this subset consists of (2.7), two equations from
jump conditions for conservation of waves (3.4), and modified jump conditions for conservation
of momentum in x (3.10a) and y (3.10b). Numerical calculations reveal that along with the
known Y soliton solution, these five equations have a second (irrational) solution family that
is inadmissible. Simply including the modified jump condition for conservation of energy (3.10c)
does not eliminate the inadmissible family, but adding the next conservation law (3.20) precludes
the existence of the inadmissible family, leaving only the admissible Y soliton solution. Whether
or not this set of six algebraic equations is sufficient to guarantee a unique solution corresponding
to the admissible Y soliton is a question left for further study.

Using a similar approach, we can show that no two half solitons can be connected by a single
shock satisfying modified Rankine–Hugoniot jump conditions. First, no KP travelling wave
solution consisting of two half solitons joined together exists, other than (trivially) a soliton, so
no corresponding discontinuous solution can be admissible. Second, attempting to solve for the
parameters of such a solution using conservation laws yields a combination of parameters with
non-zero imaginary parts or negative amplitude. Consider a shock solution to the modulation
system (3.11) consisting of two half solitons

a(y, t) =
{

a2 y> syt

a1 y< syt
and q(y, t) =

{
q2 y> syt

q1 y< syt
, (4.13)

where a1, a2 > 0. In order for a shock to exist in the modulation variables, ordinary jump
conditions arising from conservation of waves (4.9), as well as modified jump conditions for
the conservation laws (3.10a) and (3.10b) should all equal sy. Setting these three jump conditions
equal to each other eliminates sy and gives two polynomial equations in q and

√
a. Given some

lower soliton with parameters (a1, q1), we obtain a nonlinear system with two equations and two
unknowns. Solving for (a2, q2) yields the following solutions for a2:

a2 ∈
{

± a1,

(
−1

2
± i

2
±
√

−1 ± i
2

)
a1

}
, (4.14)

where each ± should be understood to operate independently from the others, yielding a total
of ten unique solutions for a2. Given that a1 > 0, each non-trivial solution for a2 in (4.14) is either
negative or complex and is therefore not admissible. Consequently, it is impossible for initial
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conditions as given in (4.13) to satisfy the modulation jump conditions unless a1 = a2, q1 = q2.
Any shock solution to the modulation system (3.11) must therefore consist of at least three half
solitons joined together.

(ii) Y soliton as shock in Riemann invariants

We find some additional properties of the Y soliton modulation shock by examining the
x-independent modulation system (3.11), which can be written in diagonal form as [45]

∂

∂t
R± + V±

∂

∂y
R± = 0, R± = q ± √

a, V± = 2q ± 2
3
√

a = 4
3

R±+2
3

R∓, (4.15)

where R± are Riemann invariants and V± are the corresponding characteristic velocities. As
pointed out in [46], R± above are identical to the phase variables k± for a soliton (2.3).

As a result, for the Y soliton, one Riemann invariant is conserved for the jump from the Y
soliton stem (leg 2 in figure 2b) to the other legs (leg 1 or 3). From leg 2 to leg 3, R+ = k3 is
conserved. Examining characteristic velocities (4.15) shows that this is a compressive shock in the
slow characteristic family. The characteristic velocity above the shock V−(y> syt) = 4

3 k1 + 2
3 k3

is less than the characteristic velocity below the shock V−(y< syt) = 4
3 k2 + 2

3 k3, since k1 < k2.
By contrast, from leg 2 to leg 1 in figure 2b, R− = k1 is conserved, which in this case is an
expansive shock in the fast characteristic family. The characteristic velocity above the intersection
V+(y> syt) = 4

3 k3 + 2
3 k1 is greater than the characteristic velocity below the intersection V+(y<

syt) = 4
3 k2 + 2

3 k1, since k2 < k3. For the jump from leg 1 to leg 3, neither Riemann invariant is
conserved. This jump in x passes through q = 0, where the y-independent modulation system
is non-strictly hyperbolic, and in fact the y-independent soliton ansatz cannot be defined for q = 0
(cf. [46]).

The conservation of Riemann invariants gives us one more way to calculate the velocity of the
Y soliton sy. For the jump where R− = k1 is conserved, from leg 1 to leg 2, we can use ordinary
jump conditions for the hyperbolic equation for the Riemann invariant in y (4.15) to correctly
calculate sy, ignoring leg 3. A similar calculation holds for conservation of R+ from leg 2 to leg 3.

5. Application: V-shape initial conditions
The previous sections showed that the Y soliton can be understood as a shock solution to an
infinite family of modulation conservation laws. In this section, we apply these insights to V-shape
initial conditions, i.e. the Mach reflection problem, which in modulation variables is written as

a(y, 0) = a0 and q(y, 0) =
{

−q0 y> 0

q0 y< 0
, (5.1)

where q0 > 0. The initial conditions (5.1) model the symmetrical oblique interaction of two
line solitons, which is identical to a single soliton encountering an inward oblique corner
through a method of images argument [22,23] (see schematic in figure 1). This problem is well
studied [14,17,22,23,49], but the following modulation theory approach offers new insight on
the dynamics of the system evolution. Given a modulation solution a(y, t) and q(y, t) to (5.1), the
solution of the full KP equation (1.1) can be reconstructed via

u(x, y, t) = a(y, t) sech2

(√
a(y, t)

12
θ

)
, θ = x +

∫ y

0
q(y′, t) dy′ −

∫ t

0
c(0, t′) dt′, (5.2)

where the soliton velocity satisfies c(y, t) = a(y, t)/3 + q(y, t)2 (cf. (1.2) and (3.3)). Numerical
evolutions of the full KP equation (1.1) with ε = 1 and initial conditions (5.1) projected onto (5.2)
(with smoothing of q(y, 0) to prevent Gibbs phenomenon) are shown in figure 3 for

√
a0 > q0 and

in figure 5 for
√

a0 < q0. Note that the scale-free initial condition (5.1) and modulation equations
(3.1) imply that the ε→ 0 limit for t =O(1) is equivalent to the t → ∞ limit with ε =O(1).
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Figure 3. Numerical evolution of V-shape initial conditions (5.1) projected onto (5.2) for the KP equation (1.1) with ε = 1 for
a0 = 1 and q0 = 0.7 on t ∈ {0, 100, 250}. (Online version in colour.)

(a) Mach reflection
By directly examining the characteristic velocities (4.15), it is evident that the solution to (5.1) must
give rise to shocks in the modulation variables. For y> 0 in (5.1) the characteristic velocities are
V±(y> 0) = −2q0 ± 2

√
a0/3, while for y< 0, V±(y< 0) = 2q0 ± 2

√
a0/3. Since q0 > 0, V±(y< 0)>

V±(y> 0), so both characteristic velocities are compressive and should give rise to shocks in the
modulation equations. As Y solitons are shocks in modulation variables, we will look for solutions
to (5.1) consisting of two Y solitons.

Initial data (5.1) for the x-independent modulation equations (3.4) and (3.9) constitute a
Riemann problem for a hyperbolic system of two equations. Traditionally, such problems are
solved in terms of two waves—one slow and the other fast—that are separated by a constant
region. Each wave is either a shock or rarefaction wave. Here, the multivalued structure of the
Y shock and the modified Rankine–Hugoniot conditions lead us to solve this Riemann problem
with four waves separated by constant regions. The four waves are visible in the KP simulation
of figure 3. We observe the two reflected Y shocks separated by a constant stem (ai, qi) and two
rarefaction waves that lead the growth of two new partial soliton legs from a = 0 to (a, q) = (an, qn)
(upper left leg) and (a, q) = (an, −qn) (lower left leg). The new legs arise as a consequence of the
fact that modulation shocks must be composed of at least three soliton legs to satisfy the jump
conditions (see §4e).

We can determine the parameters of the stem (ai, qi) by looking for a state that shares one phase
variable (Riemann invariant) with the top and the bottom, solving the equations

−q0 − √
a0 = qi − √

ai and q0 + √
a0 = qi + √

ai.

We obtain that qi = 0 and
√

ai = √
a0 + q0. From the requirement that the physical variables of a

Y soliton conserve phase parameters (see §4e), we know that the new leg has R+ = k3, which it
shares with the stem, and R− = k2, which is R+ of the initial right leg. Thus, one can determine
the parameters (an, qn) of the new upper left leg by solving the equations

qi + √
ai = qn + √

an and − q0 + √
a0 = qn − √

an.

Using the results for (ai, qi) obtained above, we obtain (an, qn) = (q2
0,

√
a0), with symmetrical results

(q → −q) for the bottom new leg. Using the jump conditions calculated throughout this paper
(e.g. (4.2)), we also determine that the velocity of the top discontinuity is sy = 2

3 (
√

a0 − q0).
Consequently, leaving aside the growth of the extra leg on the top and bottom, the evolution
of the initial half solitons and the new stem becomes

a(y, t) =
{

a0 |y|> 2
3 (

√
a0 − q0)t

(q0 + √
a0)2 |y|< 2

3 (
√

a0 − q0)t
(5.3a)
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Figure 4. Comparison between analytical solution (dashed) with numerical solution (solid) for v-shape initial conditions from
figure 3 for a (left) and q (right) on t ∈ {0, 50, 150, 250}. The top panel shows the evolution of the upper left leg as modelled
by (5.5), and the bottom panel shows the evolution of the original legs and the shock stem as described by (5.3). The right
leg beyond the stem region remains unchanged and so is not pictured. In all cases, the evolution approaches the long-time
prediction (dashed dotted). The top plot includes a phase shift of y0 = 12 in order to account for higher-order effects. (Online
version in colour.)

and

q(y, t) =
{

−sgn(y)q0 |y|> 2
3 (

√
a0 − q0)t

0 |y|< 2
3 (

√
a0 − q0)t

. (5.3b)

Comparing the modulation theory analytical solution (5.3) with parameter values extracted from
numerical simulation of the full KP equation (1.1) with ε = 1, shown in figure 3, we see that (5.3)
shows excellent agreement with large t numerical results in the bottom panels of figure 4.

Modulation theory can also analytically describe the growth of the new leg. We focus on
the upper left leg, with symmetrical results for the bottom left leg. Since this leg must appear
immediately to satisfy the jump conditions, we can model its appearance as a partial soliton, a
problem previously solved [45,46,57]. The partial soliton problem is a Riemann problem in the
modulation variables

ap(y, 0) =
{

an y< 0

0 y> 0
and qp(y, 0) =

{
qn y< 0

q∗ y> 0
, (5.4)

where q∗ can be determined by conservation of a Riemann invariant. The solution to (5.4) is a
simple wave with R+ constant, and we can write down an explicit solution for all values above
the expanding stem where a(y, t) and q(y, t) are multivalued, i.e. for y> 2

3 (
√

a0 − q0)t,

√
ap(y, t) =

⎧⎪⎪⎨
⎪⎪⎩

0 2q∗t< y
3
8

(
2q∗ − y

t

) (
2qn − 2

3
√

an

)
t< y< 2q∗t

an
2
3 (

√
a0 − q0)t< y<

(
2qn − 2

3
√

an

)
t

(5.5a)

and
qp(y, t) = qn + √

an −
√

ap(y, t). (5.5b)

Here, q∗ = R+ = qn + √
an and represents the limit of q(y, t) for the a = 0 edge of the simple wave.

Note that the new leg is well defined, since the bottom (soliton) edge of the simple wave travels
with velocity 2qn − 2

3
√

an = 2
√

a0 − 2
3 q0 >

2
3 (

√
a0 − q0), so the upper left leg always grows faster

than the discontinuity with the stem. The solution (5.5) is shown to accurately capture the large t
numerics in the top panels of figure 4. To our knowledge, the evolution (5.5) has not been obtained
in previous work for V-shape initial conditions (5.1).
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Figure 5. Numerical evolution of the KP equation (1.1) with ε = 1 for V-shape initial conditions (5.1) projected onto (5.2) on
t ∈ {0, 40, 100} for a0 = 1 and q0 = 1.4. The resonance condition is notmet, soMach reflection does not occur. (Online version
in colour.)
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Figure 6. Accuracy of the modulation prediction for the simulation from figure 5. The left two panels show contour plots for
t = 30 and t = 50,with the predictions forθ from (5.5) and (5.2) overlayed (dashed). The right panel shows the accuracy of the
amplitude prediction (dashed) compared to numerical simulation (solid) for t ∈ {40, 80, 120, 160}. The long-time asymptotic
prediction (dash dotted) is also shown. The modulated prediction is shown to be accurate, although the peak amplitude is
actually≈ 2.3, whereas superposition of modulation theory solutions predicts a(0, t)= 2. (Online version in colour.)

The above Mach reflection behaviour occurs for
√

a0 ≥ q0. The maximum amplitude of the
intermediate (stem) region is obtained when q0 = √

a0, which gives ai = (2
√

a0)2 = 4a0, precisely
the maximum fourfold amplification first predicted by Miles [25]. When q0 >

√
a0, the solution

(5.3) breaks down, since the stem no longer grows. We consider this case next.

(b) Regular reflection
When q0 >

√
a0 for (5.1), we have regular reflection. It is well known that in this regime an X-shaped

solution arises where two solitons intersect with a small phase shift [14], which is higher-order
[25] and therefore not captured by modulation theory. A simulation of regular reflection is shown
in figure 5. The growth of the new left legs of the X can be modelled identically as before in (5.5),
with the only difference being that an = a0 and qn = −q0, and the lower bound of the new soliton
is y = 0. Consequently, q∗ = q0 + √

a0. The partial soliton solution (5.5) with the new parameters
is favourably compared with numerical simulation in figure 6.

The resulting X-shaped soliton, often called the O-type (meaning ‘ordinary’ [49]) soliton, is a
travelling wave exact solution of the KP equation (1.1) with velocity (sx, sy). By the argument in
§4, this structure as a whole should satisfy the jump conditions as given in §4. For y> syt, we have
two solitons with parameters (a0, ±q0) while for y< syt, we also have two solitons with parameters
(a0, ∓q0). As a result, all (n, m) = (2, 2) modified Rankine–Hugoniot jump conditions are trivially
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satisfied with no information gained about sy. However, we can still use jump conditions for q
from (3.4) to determine the velocity sy. Taking any two legs with opposite signs for q, we obtain

sy = �a/3 + q2�
�q� = a0/3 + q2

0 − (a0/3 + q2
0)

q0 − (−q0)
= 0,

as expected from symmetry.

6. Discussion and conclusion
The main finding of this paper is that the KP resonant Y soliton can be modelled as a shock
solution to the soliton modulation equations. Remarkably, the velocity of the Y soliton satisfies
modified Rankine–Hugoniot jump conditions for an infinite family of conservation laws. The
justification for our result is the fact that the modulation equations (3.11) represent the soliton
parameter evolution in the zero-dispersion limit of the full KP equation (1.1). In this limit, the
rapid transition from the single, larger stem of the resonant soliton to the two smaller legs limits
to a single point of discontinuity. This zero-dispersion limit approach for defining admissible
discontinuous weak solutions is analogous to the vanishing viscosity approach of admissible
classical shocks in conservation law theory [62]. Our work is an early example of Whitham shocks
[47], discontinuities in the modulation variables that correspond to travelling wave solutions of
the full equation.

Since the Y soliton parameters are multivalued in the modulation equations, and the fully
two-dimensional modulation system reduces to an equivalent one-dimensional system, we must
introduce modified Rankine–Hugoniot conditions. Namely, the fluxes and densities of the two
smaller legs are added when calculating the shock velocities. This is justified by the fact that the
two smaller legs summed together satisfy integral conservation laws when one integrates over x.

Through Whitham modulation theory, we were able to analytically describe the evolution of
V-shape initial conditions (5.1). Unlike prior work, our approach also determines the dynamic
growth of the reflected legs as partial solitons. These predictions were quantitatively verified to
high accuracy in the large t regime by numerical simulation for the KP equation (1.1). In addition,
we identified the transition between Mach reflection and regular reflection for a soliton incident
upon an inward, compressive corner, with Mach reflection occurring when |q0|<√

a0.
Mach reflection is analogous to the phenomenon of Mach expansion, identified in [45], where

a soliton incident on an outward corner creates a new, straight lower-amplitude stem whenever
|q0|<√

a0. Within the Mach reflection and expansion regimes, a new line soliton is formed
perpendicular to the wall. Outside of these regimes, the interaction of a soliton with an outward
or inward corner is very different, with the initial partial solitons evolving independently from
each other.

The results in this paper are (to our knowledge) the first application of modulation theory
to a fully two-dimensional evolution, thereby opening new doors for future work studying
soliton resonance in other two-dimensional equations. Modulation theory does not depend on
integrability or, relatedly, the existence of a large family of multi-soliton solutions. Consequently,
this work can be generalized to any system with a known line soliton solution. For example,
the two-dimensional Benjamin-Ono (2DBO) equation, which models internal water waves [63],
has numerically observed resonance-like behaviour [33] and line soliton solutions for which
modulation equations have been calculated [64]. Few analytical tools and no known exact multi-
soliton solutions exist for the 2DBO equation, but the generalization of our approach seems like a
promising avenue for research in this area.
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Appendix A. Reducibility of multidimensional modulations
In this appendix, we prove theorem 3.1. Namely, we will show that when a and q describe a
modulated KP soliton (1.2), the system (3.1) can be reduced to a (1 + 1)-dimensional system,
assuming differentiable modulations.

Proof. The full modulation system (3.1) is equivalent to (3.11) under the assumption that ax ≡
qx ≡ 0, which followed from the ansatz (3.3). This assumption can be relaxed by using a more
general line soliton ansatz as

u0(θ , x, y, t; ε) = a(x, y, t) sech2

(
1
ψ

√
a(x, y, t)

12
θ

ε

)
, (A 1)

where ψ =ψ(a, q) is non-zero, real-valued and differentiable. If the soliton is unmodulated (i.e.
a(x, y, t) ≡ a and q(x, y, t) ≡ q), (A 1) must be consistent with (1.2). Since the argument of sech2 in
(A 1) has been divided byψ , it must also be multiplied byψ . We incorporateψ into the derivatives
of the fast phase θ/ε so that

θx =ψ(a, q), θy = qψ(a, q) and θt = −ψ(a, q)
( a

3
+ q2

)
, (A 2)

where a = a(x, y, t) and q = q(x, y, t) are the modulation parameters. For the ansatz in this work
(3.3), we selected ψ = 1, while for a previous work focusing on y-independent modulations
we selected ψ = 1/q [46]. The compatibility conditions θxy = θyx and θxt = θtx for (A 2) yield,
respectively

ψaay + ψqqy = qψaax + (qψq + ψ)qx (A 3a)

and

ψaat + ψqqt = −
(

cψa + ψ

3

)
ax − (cψq + 2qψ)qx. (A 3b)

We require consistency with the full modulation system (3.1), so we insert the equations for at and
qt from (3.1) into (A 3b) to obtain an equation in which (a, q) only depend on the spatial variables
(x, y). Using simplifying calculations together with (A 3a), we obtain the system[

ψa ψq

ψq 4aψa

][
ay

qy

]
= q

[
ψa ψq

ψq 4aψa

][
ax

qx

]
+
[

0 ψ

ψ 0

][
ax

qx

]
. (A 4)

We can always solve for either (ax, qx) or (ay, qy) in equation (A 4), since for any ψ either the left-
hand side or the right-hand side matrix in (A 4) is invertible. We show this by assuming both
determinants are zero and generating a contradiction. Let us rewrite (A 4) as Avy = Bvx, where
v = [a q]T and A, B are the appropriate matrices from (A 4). We assume that

det A = 4aψ2
a − ψ2

q = 0 (A 5a)

and
det B = 4aψ2

a − ψ2
q − ψ2 − 2qψqψ = −ψ2 − 2qψqψ = 0. (A 5b)

The condition (A 5b) for non-zero ψ implies that ψ + 2qψq = 0. This ordinary differential equation
is solved as ψ = R(a)/

√
q for any R(a). But inserting this into (A 5a), we obtain an equation

for R that is satisfied when 4q
√

aR′(a) = ±R(a). This contradicts the fact that R = R(a) is only a
function of a, so we cannot find a solution for ψ that satisfies (A 5) and sets both determinants
to zero. Therefore, for any ψ either A or B must have a non-zero determinant and therefore
be invertible. �
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Consequently, in (A 4), we can solve for either (ax, qx) or (ay, qy). We can then locally substitute
whichever variables were solved for into the full modulation system (3.1), reducing (3.1) to a
(1 + 1)-dimensional system.
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