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We experimentally realize the Peregrine soliton in a highly particle-imbalanced two-component
repulsive Bose-Einstein condensate in the immiscible regime. The effective focusing dynamics and
resulting modulational instability of the minority component provide the opportunity to dynamically create
a Peregrine soliton with the aid of an attractive potential well that seeds the initial dynamics. The Peregrine
soliton formation is highly reproducible, and our experiments allow us to separately monitor the minority
and majority components, and to compare with the single component dynamics in the absence or presence
of the well with varying depths. We showcase the centrality of each of the ingredients leveraged herein.
Numerical corroborations and a theoretical basis for our findings are provided through three-dimensional
simulations emulating the experimental setting and via a one-dimensional analysis further exploring its
evolution dynamics.

DOI: 10.1103/PhysRevLett.132.033402

Introduction.—The fascination with rogue or freak
waves has a time-honored history that can be argued to
artistically go all the way back to Hokusai’s famous
drawing of “The Great Wave off Kanagawa.” In a more
quantitative form, for over half a century and since the early
observations [1], the term “rogue wave” has been used for
waves of elevation several times bigger than the average sea
state. Further, and more well-documented occurrences of
rogue waves have arisen in recent years and, in particular,
since the notable observation of the so-called Draupner
wave [2].
Recent progress has been catalyzed by a sequence

of remarkable experiments in nonlinear optics, enabling
the observation of rogue waves via novel detection tech-
niques [3] and their practical use, e.g., for supercontinuum
generation [4], and continued through a sequence of
detailed analyses of related waveforms [5–9]. One candi-
date solution for rogue waves appearing in nature is the
Peregrine soliton (PS) [10]. Subsequently, both fundamen-
tal, but also more complex (higher-order) rogue-wave
patterns were observed in highly controlled fluid experi-
ments [11–13], including the very recreation of the
Draupner wave [14]. In turn, this progress prompted related

investigations in other fields, including plasmas [15–17],
and the associated activity has more recently been sum-
marized in a number of related reviews [18–23].
Bose-Einstein condensates (BECs) [24,25] have consti-

tuted a fertile playground where various types of nonlinear
waves, including bright and dark solitons, vortices, vortex
lines, and rings, among others [26], have been realized
experimentally at a mean-field level. Importantly, the
above list also extends to numerous salient features of
attractive condensates, including the formation of bright
solitons [27], the modulational instability that may produce
trains thereof [28–30], or the nature of their interactions and
collisions [31]. Yet, to the best of our knowledge, the
creation of one of the most quintessential nonlinear wave-
forms, i.e., the PS [10], a structure localized in time and
space that emerges from a modulationally unstable back-
ground and decays back to it, has remained elusive. This
situation may be attributed to numerous key factors
associated with the fairly precise control needed to produce
such an entity. Such factors include the structure’s modula-
tionally unstable background, the temporally localized
nature of its existence (together with the typically destruc-
tive imaging), and the “dimensionality reduction” from
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three-dimensions (3D) to quasi-one-dimension (1D) and its
impact on the resulting dynamics.
The aim of the present work is to overcome these major

obstacles and report the first experimental observation of
the PS in BECs. To do so, we leverage a number of crucial
ingredients. Adapting the earlier idea of a two-component
self-defocusing but immiscible setting consisting of a
majority and a minority component creates an effectively
self-focusing medium for the minority component [32,33].
This approach was utilized in two spatial dimensions to
produce the well-known Townes soliton [34] that prompted
the theoretical proposal of the PS realization [35].
We experimentally deploy a highly elongated trap

geometry with an initial (weak) potential well at the
condensate center. This well seeds the modulational insta-
bility of the minority component, providing a reproducible
focal point for the spontaneous reshaping of the associated
wave function into a PS, before eventually the modula-
tionally unstable dynamics takes over and leads to the
emergence of multiple peaks. Our numerical 3D and 1D
analysis of the setting corroborates the nature of our
experimental observations, while providing information
about the phase structure. Moreover, we provide experi-
mental evidence for the centrality of each of our above-
mentioned experimental ingredients, since the absence of
any one of them is detrimental to the PS formation.
Experimental results.—We experimentally demonstrate

the formation of the PS in a 87Rb BEC of N ≈ 9 × 105

atoms where all interatomic interactions are repulsive.
Initially, the atoms occupy the single hyperfine state
jF;mFi ¼ j1;−1i. The BEC is confined in a highly
elongated harmonic trap with frequencies ðωx;ωy;ωzÞ ¼
2π × ð2.5; 245; 258Þ Hz. The 100∶1 aspect ratio of the
optical trap ensures effectively 1D dynamics, leaving at
most collective excitations (i.e., absence of any nonlinear

structure) along the transverse direction observed in
experiment and confirmed numerically. An additional
attractive optical potential is present in the central part
of the BEC producing a small density hump in the center of
the cloud; see Supplemental Material (SM) [36] for further
details. This optical potential, characterized by waists
sx ≈ 13 μm and sy ≈ 25 μm and approximate depth of
97 nK, is radially uniform but has a Gaussian shape along
the long axis of the BEC. From this static initial condition
with chemical potential μ ≈ 97 nK [36], the dynamics is
initiated by rapidly transferring a small fraction (∼15%) of
the atoms to the j2; 0i state with a 55 μs microwave pulse,
and transferring the remaining atoms to the j1; 0i state in a
102 μs rf pulse. Both pulses are applied uniformly across
the whole BEC.
In the following, we focus on the dynamics of the j2; 0i

hyperfine state (minority component) for which an effective
self-focusing description applies. Snapshots of the corre-
sponding density distributions are presented both in
experiment and theory in Fig. 1. The experimental images
[Figs. 1(a)–1(h)] include an additional 9 ms of time of flight
to avoid image saturation of the high density peak. The
initially prepared Gaussian hump in the center of the BEC
is seen to evolve into a narrow, high peak flanked by
two clear dips on either side, after approximately 65 ms
[Figs. 1(c) and 1(g)]. These dips are a characteristic feature
of a PS and are related to the formation of a π phase jump of
the wave function in the peak region relative to the
surrounding BEC, leading to destructive interference at
the position of the dips (see also Fig. 3). Subsequently, the
peak height decreases, leading to the emergence of
side peaks and excitations on either side around 85 ms
[Figs. 1(d) and 1(h)]. We note that the observed timescales
are highly reproducible, indicating that the dynamics is a
well-defined consequence of the initial conditions prepared

FIG. 1. Comparison between (a)–(h) experimental and (i)–(p) numerical observations for the emergence of the PS. (a)–(d) Cross
sections of (e)–(h) showing single-shot absorption images after 10, 30, 65, and 85 ms of evolution, respectively, with an additional 9 ms
of free expansion for imaging. (i)–(l) Cross sections of (m)–(p) represent the density profiles obtained from the 3D mean-field
simulations under the experimental conditions. The vertical axis in the numerical images has been stretched for comparison with the
experiment.
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in the experiment. This is also confirmed by our 3D
simulations [Figs. 1(i) to 1(p)], further discussed below.
Mean-field dynamics.—Following the experimental

conditions, we consider a 87Rb BEC in the aforementioned
hyperfine states with a spin population imbalance of
85%–15%. To model the dynamical generation of the
PS, we employ two coupled 3D Gross-Pitaevskii equations
[24–26],

iℏ∂tΨFðr; tÞ ¼
�
−
ℏ2

2m
∇2

r þ VðrÞ þ VGðrÞ

þ
X2
F0¼1

gFF0 jΨF0 ðr; tÞj2
�
ΨFðr; tÞ: ð1Þ

Here, ΨFðr; tÞ is the 3D mean-field wave function with
F ¼ 1, 2 denoting each hyperfine state, r ¼ ðx; y; zÞ, andm
is the atomic mass. The external trap is given by
VðrÞ ¼ P

α¼x;y;z mω2
αα

2=2, and the coupling constants
gFF0 ¼ 4πNF0ℏ2aFF0=m refer to the intra- ðF ¼ F0Þ and
interspecies (F ≠ F0) interaction strengths, with aFF0 being
the 3D s-wave scattering lengths, and NF is the atom
number in the F spin channel. Specifically, the scattering
lengths corresponding to the experimental setup are
a11 ¼ 100.86a0, a22 ¼ 94.57a0, and a12 ¼ a21 ¼ 98.9a0,
where a0 designates the Bohr radius. These coefficients
give rise to an effective attractive nonlinear coefficient
aeff ¼ a22 − a212=a11 < 0, allowing for a reduced single-
component description of the minority component [32,33].
Consequently, our system now supports the emergence

of focusing nonlinear phenomena such as the PS.
Neglecting the transverse coordinate dependence, the form
of the PS is given by [10]

ΨPðx; tÞ ¼
ffiffiffiffiffiffi
P0

p
2
641 − 4

�
1þ 2i t−t0TP

�

1þ 4
�
x−x0
LP

�
2 þ 4

�
t−t0
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�
2

3
75eit−t0TP ; ð2Þ

where TP=ℏ ¼ L2
Pm=ℏ2 ¼ 1=ðjgeff jP0Þ. Here, TP and LP

are the characteristic scales of time and space of the PS
solution, respectively. P0 represents the background den-
sity of the minority component in a homogeneous system,

and geff ¼ gð1DÞ22 −
�
gð1DÞ12

�
2
=gð1DÞ11 denotes the effective 1D

interaction in the single-component description; see also
SM [36].
To dynamically seed the PS nucleation, we employ

the optically induced Gaussian well VGðrÞ ¼
−V0 expf−2½ðx=sxÞ2 þ ðy=syÞ2�g. The widths and the
potential depth V0 are fixed in accordance with the
experimental setup. Note that the transverse spatial profile
of the Gaussian potential does not significantly affect the
PS generation, in line with the experimental observations,

as long as its width is larger than the transverse spatial
extent of the BEC.
We initially place all N atoms in the j1;−1i state and

identify the ground state of this system in the presence of
the optical well utilizing the time-independent version of
Eq. (1). We then instantaneously transfer a fraction of
typically 15% (85%) of the atoms to the j2; 0i (j1; 0i) state,
thus emulating the rf experimental process. Additionally,
we approximately account for the experimental thermal
fraction (< 10%) and for the observed atom-loss rate in
j2; 0i of around 0.23% per ms (see SM [36]). The two-
component system is then allowed to evolve according to
Eq. (1). Initially, the dynamical evolution of the stationary
states described above entails the counterpropagating
emission of sound waves with the subsequent PS gener-
ation reaching maximal amplitude around t ≈ 70 ms [see
the slightly earlier snapshots in Figs. 1(k) and 1(o)], before
its structural deformation toward three equidistant peaks
[Figs. 1(l) and 1(p)]. A clear agreement with the exper-
imental PS realization and the overall dynamics [Figs. 1(a)
to 1(h)] is observed. Any residual deviations in the intensity
of the PS are principally traced back to the time of flight
performed in the experiment but not taken into account in
the simulations.
Controllability of Peregrine generation.—To unveil the

necessary conditions for the formation of a PS, Fig. 2
presents a collection of various alterations of the exper-
imental procedure discussed above. As a baseline for
comparison, Figs. 2(a) and 2(g) show a PS beginning to
form under the conditions described in Fig. 1 after 50 ms of
evolution. If an identical experiment is performed but with
a single-component cloud, no PS is observed [Figs. 2(b)
and 2(h)], demonstrating the key role of interspecies
interactions for the emergent dynamics. The deformation
of the initially Gaussian bulge is due to expansion during
time of flight. Specifically, the initial Gaussian shaped
density hump spreads out, leading to sound wave pulses
propagating away from each other. Also, when conducting
experiments with the two-component mixture in the
absence of the well, instability takes longer to set in and
no PS forms within accessible timescales [Figs. 2(c)
and 2(i)].
Having identified the presence of the optical well and the

genuine two-component mixture as key ingredients, we can
further elucidate their roles. Figures 2(d) and 2(j) show a
mixture of 15% of atoms in the j2; 0i state embedded in a
85% background of atoms in the j1;−1i state [as opposed
to j2; 0i and j1; 0i atoms used for Figs. 2(a) and 2(g)]. The
dynamical generation of the PS is again clearly observed,
although this mixture is characterized by a less attractive
effective scattering length of aeff ¼ −1.34a0 for the j2; 0i
atoms, as compared to −2.41a0 for the j2; 0i atoms
embedded in a j1; 0i background. The formation of a
PS, as discussed above, is not highly specific to some of the
exact parameters of the Gaussian well, e.g., if the well
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depth is reduced by a factor of two, the PS still emerges, but
at later evolution times. In particular, in Figs. 2(e) and 2(k)
the PS starts to manifest after 80 ms of evolution time,
compared to the approximately 50 ms needed in the case
depicted in Figs. 2(a) and 2(g).
Importantly, the PS can emerge even if the well is only

present for a short time after the initial preparation of the
mixture, and it is then switched off. Figures 2(f) and 2(l)
showcase a pertinent example, where the well was switched
off abruptly at 20 ms after the preparation of the atomic
mixture, and the image was taken after an additional
evolution time of 90 ms after the switch-off (see also the
discussion in SM [36]). This comparison demonstrates that
the continued presence of the potential well is not required:
the well only serves to “seed” the relevant dynamics leading
to the PS generation. The possibility to trigger the dynamics
in a controlled way is a powerful feature of our experimental
setting, which enables us to produce the PS in a highly
repeatable way, making it possible to study its time evolu-
tion. The instrumental role played by the well is further
elucidated through more elaborated numerical investiga-
tions of the impact of its characteristics provided in Fig. 3.
Further characterization of the Peregrine.—Leveraging

the 1D nature of the PS, we additionally employ a 1D
reduction of Eq. (1) to further numerically characterize the

features of the PS in the context of these experiments. Here,
we follow the experimental procedure described above
while averaging over the transverse coordinates (see SM for
details [36]).
Figure 3 demonstrates how the presence of the well

assists in controllably seeding the emergence of the PS. In
this particular case, we employ a well with V0 ¼ 60 nK
and sx ¼ 4.8 μm. In Fig. 3(a) we present the time evolution
of the central density of the minority component,
jΨ2ð0; tÞj2, when switching off the well at various time
instants, toff (see legend), before the PS nucleation would
occur if the well was always present (vertical dashed line at
t ¼ 19.68 ms). In all cases, the PS emerges at some time,
t0, after switching off the well. The exception is toff ¼ 0 ms
(blue solid line), for which no PS forms. This supports the
fact that, without the well, the above initial condition is not
sufficient to form the PS. The earlier the switch-off, the
later the PS emerges. Note that the process of switching off
the well generates shock waves and their effect is visible
after t > 100 ms.
To better understand the structure and properties of the

PS, in Fig. 3(b), we provide an instantaneous density
profile of j2; 0i and its corresponding phase (depicted by
a color gradient) at t0 when switching off the well at
toff ¼ 9.51 ms. Additionally, we provide the profile of
Eq. (2) with P0 ¼ maxðjΨ2ðx; t0Þj2Þ=9 (black dashed lines)
to compare the emerging structure with the analytical PS
solution. A close inspection of the central region of the
condensate [inset of Fig. 3(b)] evinces the excellent agree-
ment of the PS core among the two and the telltale π phase
jump between the core and the wings of the waveform.
Conclusions.—We have experimentally demonstrated

the dynamical formation of a PS in a two-component

FIG. 3. 1D simulations of the minority component switching
off the Gaussian well at indicated times before the expected
nucleation of the PS (vertical black dashed line). (a) Time
evolution of the central density, jΨ2j2, of j2; 0i. (b) Snapshot
of jΨ2j2 at the time instant of the PS formation after the well
switch-off at t ¼ 9.51 ms. The color gradient denotes the phase
of Ψ2. A magnification of the central region in the inset
showcases the good agreement between jΨ2j2 and the analytical
PS solution (2) (black dashed line) and the characteristic π phase
jump between the core and the wings of the PS. The Gaussian
well parameters used here are V0 ¼ 60 nK and sx ¼ 4.8 μm.

FIG. 2. Impact of the optical trap features on PS nucleation. (a),
(g) Standard PS sequence after 50 ms of evolution. (b),(h) All
atoms in a single component (j1; 0i) showing no PS formation.
(c),(i) Minority component prepared without the potential well
leading to the absence of PS. (d),(j) A PS forming in the j1;−1i&
j2; 0i mixture after 50 ms of evolution (instead of the j1; 0i&
j2; 0i mixture). (e),(k) Well depth cut by half compared to panel
(a), then 80 ms evolution. (f),(l) Well [with the same depth as in
panel (a)] switched off at 20 ms, with the image taken after
110 ms (i.e., 90 ms after the well was switched off). For further
details on the interplay of PS generation and the well character-
istics see SM [36].
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BEC featuring a suitable mixture of repulsive interactions
that emulate an effective attractive environment. This work
shows how self-focusing interactions together with an
attractive well as an effective catalyst cause a time-dependent
localization to emerge from a modulationally unstable
background resulting in the realization of a PS. Utilizing
the attractive potential well it was possible to reproducibly
and rapidly, i.e., comfortably within the condensate life-
times, produce such wave structures in a highly controlled
manner. A single repulsive component, not being modula-
tionally unstable, is unable to produce such a phenomenon.
Importantly, our experimental observations are in good
quantitative agreement with 3D mean-field simulations.
Simultaneously, a systematic 1D analysis revealed additional
features of the phenomenology, such as the telltale phase
gradient across the PS, and a detailed examination of the
effect of switching off the well at different times.
Our platform paves the way for a closer inspection of

rogue waves and higher-order rogue structures [12], or
rogue waves in other ultracold atomic gas implementations
such as intrinsically attractive BECs [27,29–31]. A natural
question is the persistence of the PS generation in the
dimensional crossover to 3D and how (parametrically) the
2D or 3D character comes into play. Another direction
would be to extend these considerations to a larger number
of components (e.g., spinor condensates [48,49]), to reveal
the interplay of magnetic excitations and possibly emergent
spin domains on the PS formation. Yet another possibility
may be to study the formation of the mixed-bubble phase
[50–52] that is inherently related to the presence of
quantum fluctuations and occurs at the immiscibility
threshold.
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